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ABSTRACT 

While the United States currently has no comprehensive privacy 
law, the Children’s Online Privacy Protection Act (“COPPA”) has been 
in effect for over twenty years. As a result, the study of compliance 
issues among child-directed online services can yield important lessons 
for future enforcement efforts and can be used to inform the design of 
future state and federal privacy laws designed to protect people of all 
ages. This Essay describes relevant research conducted to understand 
privacy compliance issues and how that has led the author to several 
recommendations for how privacy enforcement can be improved more 
generally. While these recommendations are informed by the study of 
child-directed services’ compliance with COPPA, they are applicable 
to future state and federal privacy laws aimed at protecting the general 
public (i.e., not just children). 

Despite evidence of thousands of COPPA violations (e.g., one 
study found evidence that a majority of child-directed mobile apps ap-
peared to be violating COPPA in various ways), the Federal Trade 
Commission (“FTC”) and state attorneys general — the only entities 
with enforcement authority under the law — pursue few enforcement 
efforts each year. Despite having competent personnel, these organiza-
tions are heavily constrained and under-resourced — as a result, en-
forcement by regulators is simply not seen as a credible threat by 
software developers. Research has found that developers are much 
more concerned with apps being removed from app stores (i.e., due to 
enforcement of platforms’ terms of service) than with the largely theo-
retical threat of regulatory enforcement. Yet the burden of COPPA 
compliance largely rests on numerous individual app developers. Thus, 
shifting enforcement efforts to the far-fewer platforms that distribute 
the apps (and make representations about their privacy and security 
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properties) and data recipients (who ultimately receive consumers’ 
identifiable data) would likely yield better outcomes for consumers, 
while allowing the FTC to better focus its enforcement efforts and have 
greater impact. 

Based on these observations, this Essay proposes a new enforce-
ment framework. In this framework, compliance burdens are shifted 
away from the numerous individual online services to the fewer bigger 
players who are best positioned to comply: platforms and third-party 
data recipients. The FTC’s limited resources can then focus on those 
entities at the top of the data food chain. Enforcement targeting the 
other, more numerous, individual online services could be left to a 
novel mechanism that uses a private right of action to foster more ro-
bust industry self-regulation through FTC-approved certification pro-
grams.  
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I. INTRODUCTION 

The Children’s Online Privacy Protection Act (“COPPA”)1 was 
first enacted in 1999. While periodic rulemaking has added various re-
finements, its main provisions have now been the law of the land for 
over twenty years. While only applying to data collected from U.S. in-
dividuals under the age of thirteen, it is a relatively comprehensive pri-
vacy law. Unlike sectoral laws (e.g., the Health Insurance Portability 
and Accountability Act (“HIPAA”),2 the Family Educational Rights 
and Privacy Act,3 or the Gramm-Leach-Bliley Act (“GLBA”)),4 it gov-
erns how data should be collected from children, regardless of the type 
of service that they are using. COPPA applies to online services that 
are either specifically directed to children under the age of thirteen or 
online services that have “actual knowledge” that they are collecting 

 
1. 15 U.S.C. § 6501 et seq. 
2. Pub. L. No. 104-191, 110 Stat. 1936 (codified as amended in scattered sections of the 

U.S. Code). 
3. 20 U.S.C. § 1232g; 34 C.F.R. § 99.3 (2021). 
4. 15 U.S.C. § 6801 et seq. 
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data from children under the age of thirteen.5 It requires that these ser-
vices post privacy policies that describe their practices and forbids ser-
vices from collecting certain types of personal information from 
children without parental consent.6 

Despite being in effect for over twenty years, and despite those cre-
ating child-directed content being largely aware of its existence (e.g., a 
recent study of mobile app developers found that eighty percent of de-
velopers surveyed claimed familiarity with COPPA),7 compliance rates 
with COPPA remain woefully inadequate. For example, research has 
found that a majority of child-directed Android apps appeared to be 
violating COPPA.8 In follow-up research aimed at understanding the 
reasons for these high rates of potential noncompliance, researchers 
found that this was largely due to developers’ misunderstandings of 
their obligations, as well as a misplaced belief that others were perform-
ing compliance checks on app developers’ behalf.9 Many privacy is-
sues are exacerbated by the uninformed use of third-party software 
components, such as those distributed as software development kits 
(“SDKs”). Despite the high rates of noncompliance, in the two decades 
since COPPA became law, an average of two enforcement actions are 
brought each year.10 This is largely because regulators are spread too 
thin: it is simply not feasible for them to open investigations into every 
conceivable violation, when thousands or more exist. 

In many cases, identified privacy issues in child-directed apps and 
services were not just potential violations of COPPA: many of these 
issues appeared to violate the posted policies of both the platforms that 
distributed the apps, as well as other third-party data recipients (i.e., 
entities distributing SDKs and other components, such as advertising 
and analytics companies).11 The authors concluded that these potential 
violations continue because the policies are rarely enforced. Better 
guidance to developers from platforms and third-party data recipients 
would likely prevent many privacy issues, as would proactive enforce-
ment by these entities — particularly of their own publicly posted pol-
icies. Unfortunately, these entities are often disincentivized from 

 
5. 15 U.S.C. § 6502(a)(1). 
6. 15 U.S.C. § 6502(b)(1)(A). 
7. Noura Alomar & Serge Egelman, Developers Say the Darnedest Things: Privacy Com-

pliance Processes Followed by Developers of Child-Directed Apps, 2022 PROC. ON PRIV. 
ENHANCING TECHS. 250, 256. 

8. See Irwin Reyes, Primal Wijesekera, Joel Reardon, Amit Elazari Bar On, Abbas Ra-
zaghpanah, Narseo Vallina-Rodriguez et al., “Won’t Somebody Think of The Children?” Ex-
amining COPPA Compliance at Scale, PROC. ON PRIV. ENHANCING TECHS., June 2018, at 
63, 64. 

9. See Alomar et al., supra note 7, at 259. 
10. See Cases Tagged with Children’s Online Privacy Protection Act (COPPA),  

FED. TRADE COMM’N., https://www.ftc.gov/enforcement/cases-proceedings/terms/875 
[https://perma.cc/8A38-AC9G]. 

11. See, e.g., Reyes et al., supra note 8, at 75. 
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acting, despite being in the best position to do so. As a result, individual 
software developers are burdened with compliance efforts and consum-
ers are burdened with determining which apps and services are privacy-
protective, despite neither group being equipped to do so. 

Based on these observations and others, effective privacy enforce-
ment should incorporate the following recommendations: 

(1) Hold data recipients accountable. While consumers care 
about how their personal information is used, most lack the 
technical skills and tools to make decisions consistent with 
those preferences.12 Similarly, individual software develop-
ers — who are myriad — do not understand the privacy im-
plications of the code they write or the third-party 
components they integrate, which creates compliance prob-
lems.13 Yet, the companies best positioned to remediate pri-
vacy violations are currently disincentivized from doing so. 
COPPA’s “actual knowledge” standard14 disincentivizes 
platforms, data brokers, and privacy-invasive advertising 
platforms from proactively determining whether their ser-
vices are being used in ways that defy relevant laws or even 
their own policies (e.g., publicly posted in privacy policies 
and/or terms of service), despite having information readily 
at their disposal that allows them to do so.15 Future privacy 
enforcement should shift the burden from consumers and 
software developers — those least equipped to detect or re-
mediate violations — to the companies distributing the apps 
and services and/or collecting the data. 

(2) Eliminate unnecessary exemptions. COPPA allows com-
panies to collect sensitive user data for ambiguously defined 
“internal operations” purposes,16 none of which technically 
require the collection of that data.17 Thus, future privacy en-
forcement efforts should focus on incentivizing data minimi-
zation practices, as currently required under the General Data 
Protection Regulation (“GDPR”),18 with which many com-
panies distributing consumer software are already required 
to comply. 

 
12. See supra Sections II.B–C. 
13. See supra Section II.F. 
14. 15 U.S.C. § 6501(4)(B). 
15. See supra Section III.A. 
16. 15 U.S.C. § 6501(4)(A). 
17. See supra Section III.B. 
18. Regulation 2016/679 of the European Parliament and of the Council of 27 April 2016 

on the Protection of Natural Persons with Regard to the Processing of Personal Data and on 
the Free Movement of Such Data and Repealing Directive 95/46/EC (General Data Protection 
Regulation), art. 5(1)(c), 2016 O.J. (L 119) [hereinafter GDPR]. 
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(3) Incentivize participation in effective certification pro-
grams. COPPA’s Safe Harbor certifiers19 are largely unac-
countable and are incentivized to indemnify the worst 
actors.20 Those with good privacy practices are not incentiv-
ized to participate in these programs.21 Worse, the technical 
analysis they use does not appear to be fit for purpose;22 no 
common sets of standards are used, and the certification pro-
cesses do not comport with modern software development 
practices.23 Instead, a private right of action should be used 
in future privacy legislation to incentivize broader participa-
tion in industry self-regulatory programs. More companies 
would submit to having their apps audited against open tech-
nical standards set by experts if doing so resulted in indem-
nification from the threat of class actions. Moreover, a 
private right of action would ease the Federal Trade Com-
mission’s (“FTC’s”) burden of investigating the operators of 
every noncompliant service, allowing the FTC to focus its 
enforcement efforts elsewhere (e.g., on the far-fewer data re-
cipients and industry self-regulatory programs). 

(4) Focus the FTC’s enforcement efforts. Because the FTC 
does not have the resources to investigate most violations, its 
efforts should be focused on setting and enforcing technical 
standards for certification by industry self-regulatory pro-
grams.24 The FTC could solicit complaints about apps that 
have been inappropriately certified by safe harbor programs 
(i.e., noncompliant services that have nonetheless been 
granted indemnity against private litigation). It could also 
take action against repeat offenders and the far fewer — but 
much more impactful — platforms and third-party data re-
cipients. Additionally, it could bring enforcement actions 
against deficient certification programs, which could result 

 
19. Under COPPA, the FTC is granted rulemaking authority to create a process under 

which industry self-regulatory programs are empowered to certify child-directed services as 
being compliant with COPPA, thereby indemnifying those services against FTC enforcement 
actions. 15 U.S.C. § 6503; 16 C.F.R. § 312.11. While the FTC evaluates each program’s sub-
mitted guidelines, there is no standard procedure for each program — or anyone else — to 
evaluate compliance with each program’s guidelines. 16 C.F.R. § 312.11. Thus, while these 
programs’ guidelines, as written, might “meet the requirements” of COPPA, 15 U.S.C. 
§ 6503(b)(2), prior research found no correlation between whether a mobile app had been 
certified by one of these programs and whether it actually appeared to comply with COPPA 
when tested, Reyes et al., supra note 8. 

20. See supra Section II.E. 
21. Benjamin Edelman, Adverse Selection in Online ‘Trust’ Certifications and Search Re-

sults, ELEC. COM. RSCH. & APPLICATIONS, JAN.–FEB. 2011, at 17, 19–20. 
22. See Reyes et al., supra note 8. 
23. See supra Section III.C. 
24. See supra Section III.D. 
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in the loss of indemnification for services certified by those 
programs. This would create a much stronger incentive struc-
ture for data recipients and platforms to proactively enforce 
their own policies, as well as for safe harbor certification pro-
grams to ensure certified apps and services comply with open 
certification standards that align with the realities of modern 
software engineering. The potential loss of indemnification 
from participating in a deficient program would also moti-
vate services to choose the most reputable certification pro-
grams. 

As states begin to pass their own comprehensive privacy laws, and 
as Congress debates passage of a comprehensive federal privacy law, 
lessons can be learned from COPPA’s failures in order to shape more 
effective privacy enforcement going forward. These lessons are appli-
cable not only to improving children’s privacy, but also to enforcing 
the privacy rights of the broader public. While it is obvious to most that 
children are not equipped to make these sorts of decisions about their 
online privacy, neither are most adults (despite holding strong privacy 
preferences). Thus, the burden of determining whether a given online 
service complies with basic privacy standards can and should be shifted 
away from individual consumers. 

II. BACKGROUND AND RELATED WORK 

This Part provides a broad overview of how and why personal in-
formation is collected online and how consumers are opposed to these 
practices yet have very little awareness or control over them. It de-
scribes prior research to understand the online tracking ecosystem, in-
cluding compliance and enforcement efforts. Based on this research, 
recommendations for how privacy regulation should change are pre-
sented in Part III. 

A. Overview of Surveillance Capitalism 

Contrary to popular belief,25 the reason why Internet users receive 
oddly prescient ads is not because their devices are secretly recording 
all their conversations.26 Rather, their preferences and interests have 

 
25. See Kim Komando, You’re Not Paranoid: Your Phone Really Is Listening In, USA 

TODAY (Dec. 19, 2019), https://www.usatoday.com/story/tech/columnist/2019/12/19/your-
smartphone-mobile-device-may-recording-everything-you-say/4403829002/ 
[https://perma.cc/UFZ2-VM4H]. 

26. See Tatum Hunter, Ask Help Desk: No, Your Phone Isn’t Listening to Your Conversa-
tions. Seriously, WASH. POST (Nov. 12, 2021), https://www.washingtonpost.com/technology/ 
2021/11/12/phone-audio-targeting-privacy/ [https://perma.cc/G3KD-3C2Q]. Mobile devices 
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been inferred by sophisticated algorithms that are powered by the col-
lection of personal information. Online and offline activities are 
tracked, generating data that is then used by algorithms to make predic-
tions about users, young and old alike. This type of online tracking is 
made possible by “persistent identifiers.” An identifier is any piece of 
information that allows an individual — or device — to be uniquely 
identified.27 “Persistent” identifiers are identifiers that tend to not 
change over time (or do so very infrequently).28 For example, motor 
vehicles have persistent identifiers in the form of license plates: a li-
cense plate uniquely identifies a vehicle, and vehicles tend to have the 
same license plates over time. Thus, if someone records all the license 
plates observed at a particular place over time, they could determine 
how many times in that period any individual vehicle was there (and by 
extension, its operator). Similarly, if license plates are recorded at many 
different locations and that data is combined into a single dataset, one 
could use that to reconstruct the movements of individual vehicles 
within that dataset. As can be seen, combining a persistent identifier 
with information about where that identifier was observed allows a data 
recipient to reconstruct an individual’s activities — what apps they use 
and what websites they visit. Using this knowledge, one could infer 
information about their routines, preferences, demographics, and even 
relations and social connections. 

This process is precisely how online tracking occurs. Mobile 
phones have various identifiers associated with them, including some 
that cannot be easily changed (e.g., serial numbers, MAC addresses, 
IMEI numbers).29 As a mobile phone tends to be carried and used by a 
single individual, a unique identifier for a mobile phone is consequently 
a unique identifier for that individual and can therefore be used to col-
lect data about their activities, preferences, and demographics. This 
type of online tracking is based on data collection that associates per-
sistent identifiers with the time, manner, location, and what apps indi-
viduals used. On the web, browsers send websites persistent identifiers 

 
constantly recording and uploading audio data to remote servers would result in depleted bat-
tery life and bandwidth overages, both of which would be noticeable to consumers. 

27. Persistent Identifiers, U.S. DEP’T TRANSP. https://transportation.libguides.com/persis
tent_identifiers [https://perma.cc/Z7NW-VRG6]. 

28. Id. 
29. I focus on mobile phones for several reasons. First, many more consumers own 

smartphones than desktop computers. RICHARD WIKE, LAURA SILVER, JANELL FETTEROLF, 
CHRISTINE HUANG, SARAH AUSTIN, LAURA CLANCY ET AL., SOCIAL MEDIA SEEN AS 
MOSTLY GOOD FOR DEMOCRACY ACROSS MANY NATIONS, BUT U.S. IS A MAJOR OUTLIER 
31, 33 (2022). Second, unlike desktop computers (or even laptops), they tend to be on the 
owner’s person at all times. Third, they allow access by third-party apps and services to myr-
iad types of personal information (including sensor data), more so than what is traditionally 
collected by apps and services running on desktop operating systems. 
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in the form of cookies30 and various types of “fingerprints.”31 It is for 
this reason that persistent identifiers, including those that identify per-
sonal devices, are deemed personal information under various existing 
privacy laws (e.g., the California Consumer Privacy Act (“CCPA”),32 
COPPA, HIPAA, GDPR, and GLBA).33 

This tracking is commonly used to monetize many online services. 
Advertisers pay the operators of websites and mobile apps to show spe-
cific advertisements to specific users. They do this by inferring individ-
ual users’ preferences based on data automatically collected from them. 
This includes the services they use, how they use them, from where 
they use them, and so forth. In short, online and offline activities are 
tracked, which allows companies to maintain detailed profiles of indi-
vidual user behavior, which in turn are used to predict users’ interests, 
preferences, and even demographics. This data has become the back-
bone of the Internet economy. The collected information may be used 
to predict a consumer’s religion,34 health conditions,35 sexual orienta-
tion,36 or political affiliation.37 Some of this information may be re-
vealed by the phone’s location alone, whether that be via fine-grained 
GPS data or information about nearby WiFi networks and cellular tow-
ers;38 the phone’s IP address, which is transmitted with every Internet 
connection; or even by just the app that is being used (e.g., the mere 
presence of a gay dating app or a pregnancy-tracking app reveal the 
user’s likely sexual orientation and pregnancy status, respectively). 

Yet, online advertisements need not use consumers’ personal in-
formation. While the behavioral or targeted advertising described in the 
prior paragraphs relies on collecting personal information to infer us-
ers’ interests, contextual advertising does not. Contextual advertising 

 
30. See Internet Cookies, FED. TRADE COMM’N, https://www.ftc.gov/policy-notices/ 

privacy-policy/internet-cookies [https://perma.cc/RW5D-BDVE]. 
31. See Matt Burgess, The Quiet Way Advertisers Are Tracking Your Browsing, WIRED 

(Feb. 26, 2022, 7:00 AM), https://www.wired.com/story/browser-fingerprinting-tracking-ex
plained/ [https://perma.cc/EGW9-TWMZ]. 

32. See CAL. CIV. CODE § 1798.140(v)(1). 
33. See, e.g., 16 C.F.R. § 314 (2021). 
34. See, e.g., Minh-Thap Nguyen & Ee-Peng Li, On Predicting Religion Labels in Mi-

croblogging Networks, PROC. 37TH INT’L 2014 ACM SIGIR CONF. ON RSCH. & DEV. INFO. 
RETRIEVAL 1211, 1211–14 (2014). 

35. See, e.g., Anupam B. Jena, Pinar Karaca-Mandic, Lesley Weaver & Seth A. Seabury, 
Predicting New Diagnoses of HIV Infection Using Internet Search Engine Data, 56 CLINICAL 
INFECTIOUS DISEASES 1352 (2013). 

36. See, e.g., Carter Jernigan & Behram F.T. Mistree, Gaydar: Facebook Friendships Ex-
pose Sexual Orientation, 14 FIRST MONDAY 10 (Oct. 5, 2009). 

37. See e.g., Elanor Colleoni, Alessandro Rozza & Adam Arvidsson, Echo Chamber or 
Public Sphere? Predicting Political Orientation and Measuring Political Homophily in Twit-
ter Using Big Data, 64 J. COMMC’N 317, 317–32 (2014). 

38. See Marc Fevrier, How Does Location Work: Sources of Location Data (GPS, Wifi, 
Cell Tower Triangulation), GROUNDTRUTH (Mar. 14, 2018), https://help.groundtruth.com/ 
hc/en-us/articles/360000709047-How-Does-Location-Work-Sources-of-location-data-GPS-
Wifi-Cell-Tower-Triangulation [https://perma.cc/Y3JV-K86R]. 
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refers to displaying ads based on what the user is doing in the moment: 
the type of website or online service that the user is currently visiting 
and not based on previously collected personal information.39 For ex-
ample, a mattress review website does not need to collect personal in-
formation to know that visitors might be receptive to ads for mattresses 
or bedding. By definition, contextual advertising does not require the 
collection of consumers’ personal information because it does not rely 
on the long-term tracking of their online activities. More importantly, a 
recent empirical study showed that targeted advertising on websites in-
creased publisher revenues by only four percent over contextual adver-
tising.40 

Beyond advertising, collected personal data is increasingly used for 
other purposes that are often opaque to consumers, particularly parents. 
Some online business models rely on the collection of users’ personal 
data for sales to other entities (i.e., without directly showing users ads 
at the time that the data is collected)41 or to “get to know” their users 
so that they can manipulate users into signing up for paid premium ser-
vices at later points in time.42 For example, location data collected by 
apps is frequently resold to other businesses for a wide range of use 
cases, such as predicting social relations in the physical world,43 pre-
dicting retail sales trends,44 law enforcement surveillance,45 and 

 
39. See FED. TRADE COMM’N STAFF REPORT, PROTECTING CONSUMER PRIVACY IN AN 

ERA OF RAPID CHANGE: A PROPOSED FRAMEWORK FOR BUSINESSES AND POLICYMAKERS 55 
n.134 (2010), https://www.ftc.gov/reports/preliminary-ftc-staff-report-protecting-consumer-
privacy-era-rapid-change-proposed-framework [https://perma.cc/EW82-98EQ]. 

40. Veronica Marotta, Vibhanshu Abhishek & Alessandro Acquisti, Online Tracking and 
Publishers’ Revenues: An Empirical Analysis (May 2019) (unpublished manuscript), 
https://weis2019.econinfosec.org/wp-content/uploads/sites/6/2019/05/WEIS_2019_paper_ 
38.pdf [https://perma.cc/SBQ3-UP8Q]. However, in practice, it’s likely that the returns are 
even less, as the authors did not consider the marginal costs associated with behavioral ad-
vertising: maintaining infrastructure to secure personal data and the associated liability and 
compliance obligations. 

41. For example, some “monetization SDKs” opaquely collect users’ location data for fu-
ture sales to data brokers. 

42. See, e.g., Optimize Customer Profiling: Best Practices for Utilizing Segments, INTUIT 
MAILCHIMP, https://mailchimp.com/resources/customer-profiling/ [https://perma.cc/L3GW-
7MCG]. 

43. See Justin Sherman, Data Brokers and Sensitive Data on U.S. Individuals: Threats to 
American Civil Rights, National Security, and Democracy, DUKE SANFORD CYBER POL’Y 
PROGRAM (Apr. 2021), https://techpolicy.sanford.duke.edu/wp-content/uploads/sites/4/ 
2021/08/Data-Brokers-and-Sensitive-Data-on-US-Individuals-Sherman-2021.pdf 
[https://perma.cc/S3D7-ESKK]. 

44. See Foot Traffic Data: The Authoritative Guide for Data Buyers and Sellers, NEUDATA 
(Feb. 27, 2023), https://www.neudata.co/blogs/foot-traffic-data-the-authoritative-guide-for-
data-buyers-and-sellers [https://perma.cc/7FN9-ZFL5]. 

45. See Chris Jay Hoofnagle, Big Brother’s Little Helpers: How Choicepoint and Other 
Commercial Data Brokers Collect, Process, and Package Your Data for Law Enforcement, 
29 N.C.J. INT’L L. & COM. REG. 595, 596–98 (2003). 
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political fundraising and advocacy.46 Furthermore, many marketplaces 
exist for data brokers to buy and sell this data, which often includes 
services and datasets specifically to map persistent identifiers to con-
sumers’ names, emails, or physical addresses.47 

B. Consumer Understanding and Preferences 

In addition to questionable economic benefits,48 over half a century 
of published research on consumer behavior and preferences has 
demonstrated that consumers are opposed to the type of tracking de-
scribed in the prior section. For example, in his consumer surveys on 
public privacy perceptions going back to the 1970s, Alan F. Westin 
consistently found that a majority of the American public are either 
“very” or “somewhat” concerned with how their personal information 
is collected and used by businesses.49 In 2001, one study found that as 
many as sixty-four percent of consumers refused to shop online due to 
privacy concerns.50 A 2020 Pew Research Center survey found that 
more than half of Americans have refused to use certain products or 
services due to privacy concerns.51 At the same time, as more aspects 
of daily life have moved online, many consumers in the past two dec-
ades have also simply become resigned to having their information 
used in objectionable ways.52 A 2019 Pew Research Center consumer 

 
46. See Geoffrey A. Fowler, How Politicians Target You: 3,000 Data Points on Every 

Voter, Including Your Phone Number, WASH. POST (Oct. 27, 2020), https://www. 
washingtonpost.com/technology/2020/10/27/political-campaign-data-targeting/ 
[https://perma.cc/J9ZZ-T2AA]. 

47. See, e.g., AWS MARKETPLACE, https://aws.amazon.com/marketplace [https://perma.
cc/P79A-XW8X]; DATARADE, https://datarade.ai/ [https://perma.cc/JWP6-NERV]; SNOW-
FLAKE MARKETPLACE https://app.snowflake.com/marketplace/ [https://perma.cc/MX2C-
ELZN]. 

48. Marotta et al., supra note 40. 
49. Ponnurangam Kumaraguru & Lorrie Faith Cranor, Privacy Indexes: A Survey of Wes-

tin’s Studies 16–18 (Carnegie Mellon Univ. Tech. Rep., Working Paper No. CMU-ISRI-5-
138, 2005). 

50. Mary J. Culnan, Professor, Bentley College, Remarks at The Challenges of Providing 
Effective Financial Privacy Notices: The Consumer and Academic Perspective, a panel at Get 
Noticed: Effective Financial Privacy Notices, an Interagency Public Workshop 44 (Dec. 4, 
2001), https://www.ftc.gov/sites/default/files/documents/public_events/interagency-public-
workshop-get-noticed-effective-financial-privacy-notices/glbtranscripts.pdf [https://perma.
cc/78XB-76VS]. 

51. Andrew Perrin, Half of Americans Have Decided Not to Use a Product or Service Be-
cause of Privacy Concerns, PEW RSCH. CTR. (Aug. 14, 2020), https://www. 
pewresearch.org/fact-tank/2020/04/14/half-of-americans-have-decided-not-to-use-a- 
product-or-service-because-of-privacy-concerns/ [https://perma.cc/8GLH-7TEY]; see, e.g., 
Salvador Rodriguez, How Facebook Failed to Break into Hardware: The Untold Story of 
Building 8, CNBC (Aug. 3, 2019), https://www.cnbc.com/2019/08/02/facebooks-flop-in-
hardware-the-untold-story-of-building-8.html [https://perma.cc/7EDD-XC6F] (regarding the 
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tion, 21 NEW MEDIA & SOC’Y 1824, 1824–39 (2019). 
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survey found that sixty-two percent of Americans do not believe it is 
possible to “go through daily life without companies collecting data 
about them,” seventy-nine percent are very or somewhat concerned 
about this, and eighty-one percent believe the risks of collecting this 
data outweigh the benefits.53 

Worse, new uses for collected data are invented all the time, which 
means that there is no way of knowing exactly how collected data may 
be used in the future. Data collected from mobile apps and other online 
services could end up being used for making major life decisions, such 
as the extension of credit, employment, school admissions, or even 
medical care. When this data comes from children, it is even more con-
cerning. Children are unlikely to understand that these data collection 
practices are happening, nor can they possibly consent to them, despite 
potentially facing enormous adverse impacts due to future usage of this 
data.54 Companies may use this data for manipulative marketing cam-
paigns. Biased and unaccountable algorithms may also use such data to 
make decisions about a child’s future. Outright malicious uses of the 
data are also possible (e.g., a non-custodial parent using it to track a 
child’s location). It is unlikely that children are aware when they are 
being manipulated in this manner.55 But this is not just a problem for 
children: it is unlikely that many adults are aware of — much less know 
how to avoid — these practices.56 

While consumers are overwhelmingly opposed to this type of 
tracking and the profiling and reselling of their information that such 
tracking supports — up to eighty-six percent of U.S. consumers do not 
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54. See Danielle Keats Citron & Frank A. Pasquale, The Scored Society: Due Process for 
Automated Predictions, 89 WASH. L. REV. 1 (2014); Joanna Redden, The Harm That Data 
Do, SCI. AM. (Nov. 1, 2018), https://www.scientificamerican.com/article/the-harm-that-data-
do/ [https://perma.cc/WER6-JMD3]; Joanna Redden, Jessica Brand & Vanessa Terzieva, 
Data Harm Record, DATA JUST. LAB (Aug. 2020), https://datajusticelab.org/data-harm-rec
ord/ [https://perma.cc/UY9G-FYCJ]. 
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LINN & EDWARD PALMER, REPORT OF THE APA TASK FORCE ON ADVERTISING AND CHIL-
DREN 30, 60 (2004). 

56. See Blase Ur, Pedro G. Leon, Lorrie Faith Cranor, Richard Shay & Yang Wang, Smart, 
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want ads that are tailored based on their online activities57 — consum-
ers nonetheless continue to engage with services that appear to conflict 
with their stated privacy preferences. This is known as the “privacy 
paradox.”58 Industry stakeholders like to use this disconnect to disin-
genuously claim that it means that consumers do not “really” care about 
privacy.59 But the published research on the privacy paradox demon-
strates that this is a specious argument because there are several rational 
explanations for the privacy paradox, including lack of awareness, poor 
usability, mismatched incentives, and perceived lack of agency.60 

In many cases, consumers simply do not understand when they are 
making decisions that will impact their privacy (but are nonetheless ex-
pected to make these decisions on behalf of their children, too). For 
example, in a series of studies, researchers presented participants with 
different search engine interfaces, including one that annotated search 
results with privacy information.61 Subjects were instructed to use the 
search engine to buy items from merchants of their choice.62 While all 
subjects expressed strong privacy preferences in a survey administered 
prior to the study, when information about privacy practices was not 
easily accessible, subjects made purchases from the cheapest mer-
chants.63 On the other hand, when search results were annotated with 
privacy ratings, subjects were significantly more likely to make pur-
chases from merchants with more agreeable privacy policies (i.e., better 
aligned with participants’ stated privacy preferences), even paying 
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58. See Daniel J. Solove, The Myth of the Privacy Paradox, 89 GEO. WASH. L. REV. 1, 2 
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dicators, 2009 PROC. SIGCHI CONF. ON HUM. FACTORS COMPUTING SYS. 319 at 322–24; 
Julia Gideon, Lorrie Cranor, Serge Egelman & Alessandro Accquisti, Power Strips, Prophy-
lactics, and Privacy, Oh My!, 2006 PROC. SECOND SYMP. ON USABLE PRIV. & SEC. 133, 134, 
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more money out of pocket to do so.64 These studies demonstrate that 
people often act in ways that seem contrary to their stated privacy pref-
erences when they are not fully aware of business’ privacy practices 
(e.g., due to the well-documented problems with the “notice and con-
sent” framework, under which consumers are expected to read and un-
derstand privacy policies). 

In other cases, convoluted user interfaces make it difficult for con-
sumers to understand how to make privacy-protective decisions. This 
poor usability often results in consumers sharing personal information 
without ever being aware of it. For example, while studies have shown 
that consumers have concerns about sharing personal information with 
the wrong audiences on social media, some nonetheless continue to 
overshare.65 These actions are the result of difficult-to-use privacy set-
tings interfaces (or mismatches between the design of those interfaces 
and users’ mental models).66 One early study on the use of Facebook 
found that, while participants expressed strong privacy preferences, 
they nonetheless shared sensitive information because more than one 
in five participants did not understand Facebook’s privacy settings or 
how to use them.67 Consistent with this finding, the researchers also 
found that users did not change these settings from the overly-permis-
sive defaults.68 In a study of file-sharing software, researchers discov-
ered that, due to convoluted privacy settings interfaces, many users 
were inadvertently sharing their entire hard drives.69 In a study of tools 
provided by the advertising industry to opt out of behavioral advertising 
on websites, researchers observed that “participants found many tools 
difficult to configure, and tools’ default settings were often minimally 
protective.”70 They also found that, “[w]ithout being familiar with 
many advertising companies and tracking technologies, it was difficult 
for participants to use the tools effectively.”71 

Incentives are also important when studying privacy tradeoffs. Pri-
vacy decisions are not made in a vacuum. Consumers’ engagement with 
services that violate their privacy preferences is often an indictment of 
the lack of market choice and an indication of the presence of infor-
mation asymmetries, rather than an indication that consumers are 
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behaving hypocritically.72 Similarly, privacy is often not the only con-
sideration. If the costs of protecting one’s privacy (e.g., time invested 
learning to correctly use privacy settings, monetary costs, abstaining 
from social life) are unreasonably high, many consumers will engage 
with privacy-violative services because they cannot afford the alterna-
tives. For example, when faced with the choice between protecting their 
privacy or engaging with their peers online, many younger people will 
choose the latter despite the known privacy risks. Studies have shown 
that, despite the known privacy risks, many young people continue to 
use social media due to the fear of missing out,73 sometimes with the 
support of their parents (in violation of posted platform policies).74  

Finally, many consumers simply do not believe they have agency 
when it comes to making online privacy decisions.75 Because many be-
lieve that their privacy preferences will not be honored no matter the 
actions they take, many choose to engage with privacy-violative ser-
vices to extract benefits, believing that they will end up paying the pri-
vacy costs regardless.76 A 2015 consumer survey concluded that, 
“rather than feeling able to make choices, Americans believe it is futile 
to manage what companies can learn about them.”77 Similarly, consum-
ers continue to use apps that they find “creepy” due to a sense of learned 
helplessness — they do not believe that they have the power to control 
who receives their personal information when they participate in the 
digital economy.78 
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C. Inadequate Privacy Protection Tools 

Despite current legal frameworks forcing consumers to bear most 
of the responsibility for managing their online privacy, consumers are 
given few tools to do so. Since the dawn of the Internet age, the primary 
framework for managing online privacy has been “notice and consent,” 
whereby online services post privacy policies (“notice”) and consumers 
can choose whether to engage with services based on their understand-
ings of those policies (“consent”).79 Unfortunately, this framework is 
fundamentally detached from reality. Decades of research have demon-
strated that consumers do not read these privacy policies and, when they 
do read them, do not understand what they mean.80 Even worse, privacy 
policies often do not accurately describe their services’ behaviors.81 For 
example, one study found that privacy-concerned users were influenced 
by the mere presence of a privacy policy link, despite few reading the 
actual policies.82 This suggests that to many, the mere presence of a 
privacy policy erroneously signals “good” privacy practices. 

If users do opt to read privacy policies, they often must make a 
significant time investment. In 2008, McDonald and Cranor showed 
that if users read the privacy policies for every website they accessed, 
they would need to spend up to three hundred hours per year doing so.83 
Today, the number of websites has proliferated, as has the amount of 
time that consumers spend online,84 which suggest that the time invest-
ment to read and understand privacy policies has only increased. 
Though it is unclear whether the time investment to read privacy poli-
cies is worthwhile for most consumers, several studies have shown that 
the privacy policies found on popular websites are written at the college 
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level and therefore may not be understood by a significant proportion 
of the population, much less children.85 

Even when policies are noticed, read, and understood, they gener-
ally do not explain a service’s data practices in sufficient detail for con-
sumers to make informed decisions. For example, despite CCPA86 and 
the California Online Privacy Protection Act87 both requiring that ser-
vices post privacy policies, there are no requirements that force those 
services to name the specific third parties with whom they share data; 
they are required to name only broad categories of data recipients.88 
Even if third parties may have their own data practices documented in 
their own privacy policies, it is nearly impossible for consumers to in-
form themselves about those practices when they are unable to locate 
those additional privacy policies as a result of not knowing the identi-
ties of the companies. Similarly, it is nearly impossible for consumers 
to understand the privacy practices of large companies that offer multi-
ple services. Privacy policies from those companies can be written in a 
manner that aggregates their practices across all offered services. For 
example, Google’s privacy policy describes their data collection prac-
tices across all of their services and does not convey what data may be 
specifically collected by each of its products (i.e., what data is collected 
by Google Maps, as opposed to Google Mail, Google Docs, or Google 
Search).89 Similarly, Meta’s privacy policy amalgamates data collec-
tion practices across Facebook, Messenger, Instagram, Business Tools 
(i.e., data collected from third-party websites and mobile apps that is 
shared with Meta), and other data collection sources.90 

In addition to reading privacy policies, there are technologies that 
consumers can attempt to use to protect their privacy. However, these 
technologies remain largely ineffective, offering inadequate protection 
for consumer privacy rights. “Cookies” are data that websites store in 
consumers’ web browsers, which are then transmitted back to websites 
when visited in the future.91 This allows a website to recognize a user 
over time, without the user having to login again (also allowing the 
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website to “remember” other settings, such as a default language). Be-
cause cookies have been historically abused for invasive tracking and 
profiling, modern web browser software allows users to delete stored 
cookies or to block cookies.92 However, deleting or blocking cookies 
is no longer an effective strategy, as tracking now occurs using other 
means that consumers cannot easily control.93 For example, unique 
“fingerprints” — the aggregation of several data points to create a 
unique identifier — can be constructed based on seemingly-benign in-
formation that is automatically transmitted to online services without 
user consent or knowledge.94 This information includes sources as di-
verse as software versions (e.g., the web browser and operating sys-
tem), language settings, time zones, screen resolution, battery levels, 
and even installed fonts.95 Apps on mobile devices have additional data 
points available for constructing unique fingerprints to identify their 
users, all without the use of cookies, and with few actions that users can 
take to prevent tracking from occurring (nor clear understandable indi-
cators to inform them when tracking does occur). Perversely, whether 
a user has configured privacy settings away from the defaults is often 
used as a data point for further tracking.96 

D. Prior Research on COPPA Compliance 

As part of prior work on how mobile apps’ privacy practices com-
port with consumers’ expectations, researchers wrote bespoke instru-
mentation for the Android platform, allowing them to run mobile apps 
and monitor exactly what personal data those apps access and to whom 
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they transmit that data.97 The tools were written for Google’s Android 
platform because it is open source; Apple’s iOS was not examined be-
cause the source code is not available to add the same level of instru-
mentation.98 

Starting in late 2016, the researchers began downloading as many 
free apps in the Designed for Families (“DFF”) program as they could 
find, a total of just under 6,000 apps.99 The DFF program is a section 
of the Play Store, Google’s centralized Android app market, which is 
exclusively for apps that are directed to children.100 Mobile app devel-
opers must participate in the program when they upload their app and 
disclose to Google that it is directed at children.101 As part of the pro-
gram, they must affirm to Google that their app complies with 
COPPA.102 As described below, the researchers observed that many 
apps did not appear to be complying with COPPA for various reasons. 

i. Collection of Contact and Location Information 

In terms of the most serious privacy violations, roughly three hun-
dred of the tested apps (4.8%) were observed collecting children’s con-
tact information (e.g., names, email addresses, and phone numbers) 
and/or precise location data.103 This includes apps specifically targeted 
at children under the age of five. In most cases, this data was transmit-
ted to third-party advertising companies, or third parties that otherwise 
support the advertising industry.104 To put this in perspective, roughly 
one in twenty of the examined apps were collecting information 
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without the requisite verifiable parental consent, a violation for which 
the FTC has previously brought enforcement actions.105 

ii. Insecure Transfer of Personal Information 

The most common issue observed was the transmission of personal 
data using insecure means. Under COPPA, covered services must “es-
tablish and maintain reasonable procedures to protect the confidential-
ity, security, and integrity of personal information collected from 
children.”106 While neither the statute nor regulations define what is 
considered “reasonable procedures,” Transport Layer Security (“TLS”) 
and its predecessor have been industry standards for more than three 
decades now; its use is required on U.S. government websites.107 

Simply put, it is not considered “reasonable” to transmit personal infor-
mation without the use of TLS to secure it — a view that is shared by 
the FTC.108 Nonetheless, the researchers observed that forty percent of 
the children’s apps tested (2,344 apps) failed to take this reasonable 
precaution.109 This means that users’ personal information was acces-
sible to any eavesdroppers. This may include anyone sharing the same 
WiFi connection, as well as Internet service providers and other organ-
izations. In an extreme case, this could enable the identification of a 
specific child within a specific area based on the insecure transmissions 
emanating from that child’s device. 

iii. Targeted Advertising 

The remaining pervasive privacy issues discovered relate to the 
collection of persistent identifiers. While a persistent identifier might 
appear as an insignificant random number or combination of letters, as 
explained above, persistent identifiers are primarily what enable tar-
geted advertising and other types of user tracking and profiling. The 
study identified multiple issues. First, Google’s user privacy settings 
may fail to work due to lack of policy enforcement.110 Second, many 
app developers fail to correctly configure third-party software compo-
nents to limit data collection from children, resulting in the sharing of 

 
105. See, e.g., United States v. Edmodo, LLC, No. 23 Civ. 02495, 2023 WL 3586051 (N.D. 

Cal. May 22, 2023); United States v. OpenX Technologies, Inc., No. 21 Civ. 09693, 2021 
WL 6621824 (C.D. Cal. Dec. 15, 2021); United States v. HyperBeard, Inc., No. 3:20 Civ. 
03683 (N.D. Cal. June 3, 2020). 
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110. See id. at 77. 
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children’s personal information with third parties for targeted advertis-
ing and other prohibited purposes.111 

E. Ineffective Android Privacy Settings 

Prior to 2013, mobile apps for both Google’s Android and Apple’s 
iOS mobile operating systems collected a variety of non-resettable 
identifiers that were used to track consumers.112 Unlike cookies in the 
web browser, which can be periodically cleared by the user,113 many of 
these identifiers cannot be reset, and so mobile device users have no 
transparency or control over who is tracking them or when they are be-
ing tracked.114 

In response, both Apple and Google created software-based “ad-
vertising identifiers” that could be reset through user-facing privacy 
controls.115 By policy, both platforms mandate that only these identifi-
ers be used to track users for advertising and analytics purposes, in lieu 
of other non-resettable identifiers.116 This permits consumers to opt out 
of tracking via a provided settings interface that is supposed to work 
across all apps installed on the device. However, as was discovered on 
Android, compliance with this policy did not appear to be proactively 
enforced by Google: app developers and the third-party mobile SDKs 
embedded within their apps continue to have the ability to collect non-
resettable identifiers alongside resettable advertising IDs.117 When this 
happens, if a consumer resets their advertising ID or uses the privacy 
settings interface to opt out of tracking altogether, data recipients are 
simply on their honor to stop tracking that consumer.118 Empirically, 
despite the adoption of user-facing privacy controls, a significant 
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113. See Claire Stouffer, How to Clear Cookies + Cache in Every Browser, NORTON 
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number of apps continue to use non-resettable identifiers to track users: 
the researchers observed that thirty-nine percent of the children’s apps 
that were tested transmitted non-resettable identifiers alongside the 
user-resettable advertising ID.119 For users of these 2,281 apps, 
Google’s stated platform policies and the devices’ systemwide ad pri-
vacy settings were simply being ignored by app developers. 

i. Ineffective SDK Privacy Settings 

Software engineering, like many other types of engineering, in-
volves building products out of many premade components. For exam-
ple, just as a car manufacturer does not make all the components in its 
cars, a mobile app developer does not necessarily write all the code 
found within their apps. Third-party SDKs allow developers to include 
premade software components, saving them time and effort. For exam-
ple, rather than find advertisers, create ad copy, and then determine 
which users to show which ads, app developers can simply outsource 
that work by incorporating a third-party ad SDK. There are third-party 
SDKs that help developers with displaying graphics, processing pay-
ments, streaming audio or video, and so forth. This type of “code reuse” 
is an accepted part of modern software engineering.120 The benefits of 
this division of labor have been known for centuries.121 Labor special-
ization allows organizations to streamline operations by focusing their 
efforts and preventing time wasted reinventing the wheel. However, in-
tegrating third-party components creates enormous risks,122 especially 
when app developers fail to verify that those components are function-
ing as expected (or if third-party components are misused, intentionally 
or not). 

Many of the potential COPPA violations previously observed were 
due to the data collection behaviors of third-party SDKs, and not nec-
essarily due to code written by app developers themselves.123 Many of 
these SDKs, because they are for use in a wide variety of mobile apps, 

 
119. Reyes et al., supra note 8, at 74. 
120. See W. B. Frakes & Kyo Kang, Software Reuse Research: Status and Future, 31 IEEE 
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TIONS (R.H. Campbell & A.S. Skinner eds., Liberty Classics 1981) (1776). 
122. Third-party components can create both security and privacy risks. Security risks 

can occur if the component causes the software to behave in dangerous or unexpected ways 
(e.g., resulting in damage to property, reputation, etc.); privacy risks can occur if sensitive 
information is inappropriately shared (e.g., in ways that defy an app developer’s disclosures 
or relevant laws/regulations). 
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offer app developers configuration options so that they can be custom-
ized to an app’s needs. Specifically, many of the SDKs that collect per-
sonal data with COPPA implications — those that may be used to 
collect personal information from children — offer developers config-
uration options to enable a COPPA-compliant data-collection mode.124 
When the app developer uses one of these directives to signal that the 
user is a child, the SDK is instructed to either not use that child’s per-
sonal information for COPPA-prohibited purposes or not send that data 
to its servers altogether.125 When developers of children’s apps fail to 
correctly configure these types of options, their apps may collect chil-
dren’s personal data for targeted advertising and other prohibited pur-
poses.126 

Few developers were correctly configuring third-party advertising 
SDKs to disable the collection of personal information for profiling 
and/or ad targeting purposes.127 For example, 1,280 of the children’s 
apps tested (21.9%) transmitted users’ personal information to Face-
book’s servers.128 Of these, only seventy-five (5.9%) correctly signaled 
to Facebook that the user is a child and that the data should be handled 
pursuant to COPPA.129 This also ignores Facebook’s explicit instruc-
tion that app developers not integrate its SDK into primarily child-di-
rected apps in the first place.130 Facebook is not an isolated example. 
Of the third-party SDKs observed collecting personal information 
while offering options for child-directed treatment, none were consist-
ently configured correctly by app developers.131 Four years later, an-
other study found that software developers still struggle with this.132 

Other third-party SDKs simply provided terms of service that pro-
hibited their use in child-directed apps. However, developers of chil-
dren’s apps used these SDKs anyway.133 By reading the terms of 
service and privacy policies of these data recipients, the researchers 
identified several data recipients who (1) described using data received 
from their SDKs for practices that would be prohibited by COPPA, if 
that data were to come from children; and (2) prohibited inclusion of 
their SDKs in child-directed apps. Despite these statements, they 

 
124. Many SDKs now also offer similar configuration options for newer privacy laws, such 
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identified 1,100 children’s apps transmitting personal information to 
these companies (18.8% of the children’s apps tested).134 These trans-
missions also included information that identified the child-directed 
apps that were using the SDKs. For example, while ironSource, a be-
havioral advertising company, posted disclosures with claims of having 
no knowledge of receiving data from child-directed apps,135 the re-
searchers pointed out that app developers with names like “BabyBus 
Kid Games,” “For Little Kids,” and “GameForKids” were all transmit-
ting data to them for targeted advertising purposes (and that all of these 
developers would have entered these names when initially signing up 
to use ironSource’s services).136 

i. Ineffective Industry Certification Programs 

Under COPPA, the FTC can indemnify participants in industry 
self-regulatory programs.137 That is, once a program is recognized by 
the FTC, developers of child-directed apps and websites can become 
certified under that program and receive indemnity from COPPA en-
forcement actions because they have been deemed compliant with 
COPPA.138 As of this date, the FTC’s website indicates that six such 
programs are currently recognized under the COPPA Safe Harbor pro-
gram.139 Prior research identified 237 Android apps that gave outward 
appearances of having been certified as COPPA-compliant by these 
programs.140 Yet, when examining the apps’ behaviors, the researchers 
observed that twenty-four apps (10%) collected location data and/or 
contact information without verifiable parental consent, while seventy-
seven (32%) transmitted personal information without taking “reason-
able” security precautions (e.g., using TLS encryption).141 They con-
cluded that apps certified by these programs were just as likely to 
comply with COPPA as apps not certified by them.142 Indeed, this find-
ing was consistent with prior research on industry self-regulation, 
which found that websites receiving trust certifications “are more than 
twice as likely to be untrustworthy as uncertified sites.”143 

 
134. Id. at 71. 
135. Id. at 82. 
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F. Why Privacy Problems Exist 

In more recent work, researchers surveyed and interviewed devel-
opers of child-directed mobile apps available both in the United States 
and Europe.144 They asked developers whether they were aware of var-
ious privacy laws that covered their apps (e.g., GDPR, CCPA, and 
COPPA).145 By and large, app developers were aware of these laws and 
understood that those laws applied to their products.146 At the same 
time, most did not have formal processes set up for ensuring — much 
less monitoring — their compliance with these laws. Instead, many 
were of the mistaken belief that both Google and Apple perform com-
pliance checking on their behalf.147 A commonly shared delusion 
among study participants was that an app would be deemed compliant 
with all relevant privacy laws simply after it was approved for distribu-
tion in the Apple App Store or Google Play Store.148 

As noted in prior research, most of the observed privacy issues 
stemmed from data collection performed by third-party components.149 
Many of these third-party components offer specific guidance in their 
documentation on how to configure them correctly for use in child-di-
rected apps (or apps available in Europe, in the case of GDPR compli-
ance; or apps available to users in California, in the case of CCPA 
compliance; etc.).150 In many cases, app developers were simply una-
ware of these privacy-related configuration options.151 While the apps 
were in violation of these third parties’ posted terms of service (e.g., by 
using SDKs that prohibited use in child-directed apps), no proactive 
enforcement actions appeared to have been taken by these third parties, 
despite the fact that all of them would have received information iden-
tifying the specific apps using their services. 

III. RECOMMENDATIONS FOR FUTURE ENFORCEMENT 

Several recommendations for improving privacy enforcement fol-
low from the observed problems outlined above. While these observa-
tions were made by studying COPPA compliance, these problems are 
broadly applicable to other privacy legislation, including forthcoming 
legislation. These recommendations can thus inform the design of fu-
ture privacy enforcement regimes more generally (i.e., privacy enforce-
ment regimes designed to protect both adults and children). Some of 
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these recommendations do not require statutory fixes and can likely be 
implemented using the FTC’s existing authority. 

A. Moving from “Actual” to “Constructive” Knowledge 

Many of the observed potential violations amounted to sharing per-
sistent identifiers — without verifiable parental consent — with com-
panies whose public disclosures (i.e., privacy policies and/or terms of 
service) state that those identifiers will be used for activities prohibited 
by COPPA.152 These persistent identifiers are generally collected and 
transmitted by third-party SDKs, and so it is plausible that many app 
developers simply do not know when this is occurring.153 However, the 
third-party data recipients know: in most cases, the information they 
receive allows them to trivially determine that the transmitting app was 
directed at children.154 For example, in correspondence with iron-
Source, researchers pointed out that all of the observed transmissions 
identified the name of the app and that app developers additionally dis-
closed the names of their companies to ironSource as part of the sign-
up process.155 

The privacy policies of many companies that receive personal in-
formation from children’s apps state they are directed at general audi-
ences, so the companies have “no actual knowledge” of receiving 
personal information from children, thereby absolving them of any re-
sponsibility under COPPA.156 However, this ignores the fact that each 
transmission usually includes the name of the app (or website) that 
transmitted the data.157 The claim that a third-party data recipient does 
not have actual knowledge relies on not knowing whether a particular 
app or service is targeted at children. “Yet, when one looks at the mar-
keting materials of the companies receiving this data, and their business 
models, it is apparent that this is precisely the type of knowledge that 
they claim to possess.”158 The advertising and analytics companies that 
receive this data are specifically in the business of determining the de-
mographics of Internet users based on the services that they use. 

Many online advertising business models rely on knowing the de-
mographics of specific apps and websites so that they can target ads 
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tailored to those demographics.159 That is, their internal data allows 
them to already know or easily find out which online services are child-
directed. For data recipients who genuinely do not maintain that data, 
they can simply query app stores to determine whether an app is child-
directed based on its public metadata (e.g., whether it is listed under the 
“Kids” category of either the Google Play Store or Apple App Store).160 

There are also many commercial offerings for real-time programmatic 
access to this type of data.161 But despite the ease with which data re-
cipients could automatically determine whether or not they are receiv-
ing data from a child-directed app, data recipients are disincentivized 
from doing so: a general audience third-party data recipient (e.g., a 
third-party ad or analytics company) only becomes subject to COPPA 
when “it has actual knowledge that it is collecting personal information 
directly from users of another website or online service that is directed 
to children.”162 Thus, by ignoring the sources of the personal infor-
mation that they receive, data recipients currently avoid liability under 
COPPA.163 As a result, most developers of third-party SDKs place the 
burden on app developers, rather than using the information that is 
likely already in their possession — or trivially available to them — to 
automatically configure their services for COPPA compliance.164 As 
previously discussed, many app developers configure these settings in-
correctly (or are simply unaware that such settings exist),165 which re-
sults in children being tracked and profiled. 

To address these configuration challenges, third-party data recipi-
ents should be held to a “constructive knowledge” standard. Under this 
standard, they would be required to use the information already at their 
disposal to identify whether the data they receive originates from child-
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directed services. This would result in not only greater compliance and 
reduced harm to children, but also drastic cost savings, especially 
among smaller software development companies and individual entre-
preneurs. Moreover, it would incentivize data recipients to actively en-
force the terms of their public disclosures (which many consumers may 
erroneously believe are already being enforced). 

A single ad network using its existing data — or data reasonably 
available to it — to automatically apply child-directed treatment to the 
data it receives would negate the need for multiple app and website de-
velopers to spend time and effort to correctly configure the network’s 
SDK. More materially, a constructive knowledge standard would shift 
the burden of compliance away from small app developers — who 
would still need to report whether or not their apps and services are 
child-directed — to the significantly smaller number of data recipients, 
who are much better positioned to apply privacy protections to the data 
that they collect (and are much more likely to do so correctly).166 

In sum, moving to a constructive knowledge standard would result 
in fewer incidents of children being inadvertently tracked and profiled. 
Importantly, this standard should not just apply to protecting children’s 
data; it should also apply to privacy compliance concerning other types 
of sensitive personal data (e.g., financial and health data). For example, 
Meta prohibits the use of its tools for the collection of financial and 
health data,167 yet routinely receives this type of data from financial- 
and health-related mobile apps and websites that have integrated 
Meta’s SDKs (alongside information about the websites and apps trans-
mitting said data, which allows them to readily identify those services 
as health- or financial-related).168 Meta has also received information 
about when identifiable patients schedule appointments with hospital 
websites,169 as well as information about identifiable users’ sexual ac-
tivity and pregnancy status,170 despite their posted policies that claim 
to prohibit companies from sending them health data.171 Thus, while 
these public-facing policies are sensible, they are useless without en-
forcement (whether that be regulatory enforcement or simply data re-
cipients proactively enforcing their own posted policies). The 
companies setting these policies and receiving the sensitive data are 
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best positioned to provide such enforcement. Unfortunately, they cur-
rently lack the incentives to perform that enforcement. A constructive 
knowledge standard would incentivize data recipients and platforms to 
enforce their stated policies. 

B. Eliminating Unnecessary Exemptions 

Like all areas of regulation, loopholes may be abused to undermine 
legislative intent. As written, COPPA provides a loophole regarding the 
collection of persistent identifiers — the bread and butter of the com-
mercial surveillance industry. Currently, persistent identifiers may be 
collected from children without parental consent if they are used for the 
site or service’s “internal operations,” which the FTC defines as using 
the data to: 

(1) “Maintain or analyze the functioning of the Web site or 
online service; 

(2) Perform network communications; 

(3) Authenticate users of, or personalize the content on, the Web 
site or online service; 

(4) Serve contextual advertising on the Web site or online ser-
vice or cap the frequency of advertising; 

(5) Protect the security or integrity of the user, Web site, or 
online service; 

(6) Ensure legal or regulatory compliance; or 

(7) Fulfill a request of a child as permitted by § 312.5(c)(3) and 
(4)” 172 

From a technical standpoint, the collection of persistent identifiers, 
which allows a user’s activities to be tracked between apps (or across 
websites or other services), is unnecessary for any of these purposes. 
Each of these use cases could be facilitated by an identifier that is 
unique to an app installation, web browsing session, or developer, 
which in turn could not be used to track the user across other apps and 
services. For example, serving a contextual ad simply requires knowing 
the type of app or website that a user is using or visiting, which is in-
formation that is already collected. By definition, contextual ads are 
based on that information alone, not the user’s identity (or observations 
of their prior behaviors), and therefore do not require the collection of 
persistent identifiers. Similarly, conversion tracking, measurement, 
fraud detection, and advertising attribution do not need persistent 
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identifiers that can identify users across apps. If they are not performing 
COPPA-prohibited profiling and behavioral advertising, an advertising 
company only needs to know how many people clicked on a specific 
ad, not who those individuals are. When user-specific identifiers are 
needed, ephemeral app- or session-specific identifiers can be used. This 
functionality is already supported on both Android and iOS (i.e., the 
major mobile platforms),173 as well as within web browsers and on the 
desktop.174 Eliminating the internal operations exemption should there-
fore not create an undue compliance burden. 

Furthermore, claims that persistent identifiers are needed for these 
purposes are disingenuous because many app developers are already 
prevented by platform policies from using identifiers for many of these 
purposes. Indeed, on iOS, if a user opts out of online tracking, apps are 
outright prevented from accessing identifiers that could be used to track 
that user’s behavior across apps.175 Further, Apple already requires that 
no persistent identifiers can be collected from children’s apps.176 
Google recently adopted similar policies for child-directed apps177 and 
also provides best practices for developers that explain how ephemeral 
identifiers can be used to protect user privacy for many of these use 
cases.178 Thus, it is false to claim that persistent identifiers are neces-
sary for these purposes. 

The FTC has previously advocated for companies to take a “data 
minimization” approach to online privacy.179 This advice should be 
heeded more generally, as is the case under the GDPR.180 Data that is 
not strictly needed should simply not be collected. To address this, the 
FTC could use its rulemaking authority to drastically narrow the defi-
nition of “internal operations” and pursue enforcement actions against 

 
173. AppSetId, ANDROID DEVELOPER, https://developer.android.com/design-for-

safety/privacy-sandbox/reference/adservices/appsetid/AppSetId [https://perma.cc/H4W5-
SANP]; identifierForVendor, APPLE DEVELOPER, https://developer.apple.com/documenta
tion/uikit/uidevice/1620059-identifierforvendor [https://perma.cc/2NJQ-R8S7]. 

174. See, e.g., uuid — UUID objects according to RFC 4122, PYTHON, https://docs.py-
thon.org/3/library/uuid.html [https://perma.cc/N3NS-K85N]; Class UUID, ORACLE, 
https://docs.oracle.com/javase/8/docs/api/java/util/UUID.html [https://perma.cc/U9EA-
67W5]. On both the web and on the desktop, most programming languages allow a devel-
oper to generate a random identifier and save it in local storage. 

175. advertisingIdentifier, APPLE DEVELOPER, https://developer.apple.com/documenta
tion/adsupport/asidentifiermanager/advertisingidentifier [https://perma.cc/WH48-LBUF] 

176. App Store Review Guidelines, APPLE, https://developer.apple.com/app-store/ 
review/guidelines/ [https://perma.cc/NA4X-F8SR]. 

177. Data Practices in Families Apps, GOOGLE, https://support.google.com/google-
play/android-developer/answer/11043825?hl=en [https://perma.cc/8925-FWZG]. 

178. Best Practices for Unique Identifiers, ANDROID, https://developer.android.com/ 
training/articles/user-data-ids [https://perma.cc/LAN7-9MM7]. 

179. FTC Report on Internet of Things Urges Companies to Adopt Best Practices to Ad-
dress Consumer Privacy and Security Risks, FED. TRADE COMM’N. (Jan. 27, 2015), 
https://www.ftc.gov/news-events/press-releases/2015/01/ftc-report-internet-things-urges-
companies-adopt-best-practices [https://perma.cc/7JXQ-67EA]. 

180. GDPR art. 5 § 1(c). 
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data collection that occurs for “any other purpose” more aggres-
sively.181 More broadly, while platforms publicly post policies that pro-
hibit these practices in children’s apps, they can expand these policies 
to cover other apps and services that involve data collected from adult 
consumers. But as noted before, such policies are effectively useless 
without proactive enforcement. 

C. Creating Effective Certification Programs 

While the FTC has brought many successful enforcement actions, 
it is simply not feasible for FTC employees to investigate every viola-
tion, even for violations resulting in consumer concrete harms. Argua-
bly, this is why Congress created the Safe Harbor program that is part 
of COPPA: to offload some of the enforcement burden to industry self-
regulatory programs. Yet, COPPA Safe Harbor programs appear to be 
largely ineffective because they ignore the realities of modern software 
development. Apps and websites are certified without sufficient empir-
ical data, and to the extent that they do undergo technical audits, these 
occur at discrete points in time.182 These certification processes are thus 
completely divorced from software release cycles: a product is certified 
for a period of time based on an incomplete examination of one partic-
ular version, whereas subsequent releases may never be examined. 

While the certification methodology and procedures are shared 
with the FTC, they are not made public. Ideally, certification method-
ologies would follow open standards set by recognized experts. This is 
applicable not just to COPPA, but also to any future privacy protection 
regimes that involve industry self-regulation. 

Given the poor incentive structures and lack of transparency 
around how apps are certified, or even around the determination of 
which apps are certified, current Safe Harbor programs do not appear 
to be effective. Improvements can be made following three approaches: 

(1) Apps and services should be certified based on independent 
forensic evaluations of their privacy-relevant behaviors. 

(2) The FTC should develop, in consultation with privacy ex-
perts, open standards for those forensic evaluations. The FTC 
should focus its enforcement efforts on ensuring that certifi-
cation programs adhere to these standards.  

 
181. 15 U.S.C. § 6501(4)(A). 
182. COPPA regulations require only “a comprehensive review by the safe harbor pro-

gram, to be conducted not less than annually, of each subject operator's information policies, 
practices, and representations.” 16 CFR § 312.11(b)(2). 
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(3) Certification organizations should be required to publish lists 
of the apps they have certified (including the specific ver-
sions examined and when). 

Based on examinations of public documents that describe COPPA 
Safe Harbor certification processes, it appears as though current certi-
fication processes rely primarily on self-reports from software devel-
opers, rather than forensic examinations of their apps and services that 
would actually yield the data necessary to assess compliance.183 Given 
that many app developers are unaware of the privacy issues associated 
with their apps,184 it would hardly be a surprise that those behaviors do 
not get disclosed to the certification organizations, resulting in the in-
advertent certification of COPPA-violating apps and therefore inappro-
priate indemnification against FTC enforcement. 

Relatedly, simply finding the apps that had been certified by each 
organization is a difficult task, as many do not publish this information. 
Researchers reported having difficulty determining which apps had or 

 
183. See COPPA Safe Harbor Program, supra note 139. For example, CARU’s Safe 

Harbor status request only makes mention of self-assessment forms and website reviews by 
CARU staff, whereas no mention is made of how these reviews will be performed from a 
technical standpoint, nor how they apply to mobile apps. Letter from Wayne J. Keeley, Dir., 
Children’s Advert. Rev. Unit, Advert. Self-Regulatory Council, to Donald S. Clark, Secre-
tary, Fed. Trade Comm’n (2013), https://www.ftc.gov/system/files/attachments/press-re
leases/revised-childrens-online-privacy-protection-rule-goes-effect-today/130701carusafe
harborapp.pdf [https://perma.cc/678M-P3CH]. kidSAFE similarly makes no mention of any 
sort of technical evaluations. KIDSAFE, CERTIFICATION RULES — VERSION 3.0 (FINAL), 
https://www.ftc.gov/system/files/attachments/press-releases/ftc-approves-kidsafe-safe-har
bor-program/kidsafe_seal_program_certification_rules_ftc-approved_kidsafe_coppa_guide
lines_feb_2014.pdf [https://perma.cc/9QBD-HWJG]. Both ESRB’s and PRIVO’s applica-
tions claim that ongoing monitoring will be performed of certified websites and mobile 
apps, but no technical details are provided to explain how that will occur. Letter from Dona 
J. Fraser, Vice President, ESRB Priv. Certified, to Donald S. Clark, Secretary, Fed. Trade 
Comm’n (June 23, 2013), https://www.ftc.gov/system/files/attachments/press-releases/ent
ertainment-software-rating-board-awarded-safe-harbor-status/sh_130701esrb_application.
pdf [https://perma.cc/M3C7-696B]; Letter from Lauren Lynch Flick, Pillsbury Winthrop 
Shaw Pittman LLP, to Donald S. Clark, Secretary, Fed. Trade Comm’n (June 27, 2013), 
https://www.ftc.gov/system/files/attachments/press-releases/revised-childrens-online-priv
acy-protection-rule-goes-effect-today/130701privosafeharbor.pdf [https://perma.cc/4YLF-
7VA7]. iKeepSafe’s application mentions using an intercepting web proxy to capture data, 
IKEEPSAFE, GENERAL STATEMENT OF PROGRAM REQUIREMENTS, https://www.ftc.gov/syst
em/files/attachments/press-releases/ftc-seeks-public-comment-ikeepsafes-proposed-safe-
harbor-program-under-childrens-online-privacy/ikeepsafeprogramapp_0.pdf 
[https://perma.cc/WEF5-GGWE], but this will not, for example, capture plaintext traffic se-
cured using “certificate pinning” or using QUIC, see Jeffrey Walton, John Steven, Jim 
Manico, Kevin Wall & Ricardo Iramar, Certificate and Public Key Pinning, OWASP, 
https://owasp.org/www-community/controls/Certificate_and_Public_Key_Pinning 
[https://perma.cc/GR3L-M94X]; INTERNET ENG’G TASK FORCE, QUIC: A UDP-BASED 
MULTIPLEXED AND SECURE TRANSPORT, https://www.rfc-editor.org/rfc/rfc9000.pdf 
[https://perma.cc/EDN8-TYEM]. Furthermore, using a web proxy to capture traffic from an 
Android app requires modifying the app to specifically allow it. See Network Security Con-
figuration, ANDROID DEVELOPERS, https://developer.android.com/privacy-and-security/se-
curity-config [https://perma.cc/NC5H-ZZLP]. 

184. Alomar et al., supra note 7, at 258. 
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had not been certified by each program.185 It is therefore hard to expect 
more of the average parent. Mandates to make this information public, 
in an accessible manner, would not only empower parents to make bet-
ter decisions, but also strengthen the free market through increased 
transparency, thereby promoting competition. 

At the same time, participation in certification needs to be incen-
tivized. Currently, participation in the COPPA Safe Harbor programs 
is incentivized by indemnifying companies against FTC enforcement. 
But if FTC enforcement is rare to nonexistent as a proportion of total 
potential violations, this is a paper tiger. (Nonetheless, prior work has 
shown that selective enforcement is somewhat of a deterrent, particu-
larly among large organizations that have the resources to invest in ded-
icated compliance personnel.)186 Instead, the threat of enforcement 
needs to be more credible: in surveys of developers, researchers ob-
served that the threat of being removed from app stores is a significantly 
more credible threat than the threat of enforcement from regulatory 
agencies.187 At the same time, plaintiffs’ attorneys are routinely exam-
ining the digital ecosystem to identify bad actors and bring many more 
cases than regulators (largely because there are many more of them and 
they are better resourced).188 This dynamic can be leveraged to incen-
tivize participation in robust certification programs. Future privacy 
laws should include a private right of action and can then use indemni-
fication against it as an incentive to participate in certification pro-
grams. 

These recommendations apply generally, well beyond COPPA. In 
other words, future comprehensive privacy laws that offer similar safe 
harbor programs should use indemnification against a private right of 
action as a participation incentive. It is unrealistic to expect a single 
agency to be responsible for investigating all privacy violations across 
multiple industries. This has not been effective for COPPA enforce-
ment, and it is unlikely to be effective for state privacy laws, much less 
federally under future comprehensive privacy laws. Part of this respon-
sibility can be offloaded through certification programs as outlined 
above. But for these programs to be effective, they must be designed to 
avoid adverse selection problems, in which only the worst actors are 

 
185. See, e.g., Reyes et al., supra note 8, at 75. 
186. Kenneth Bamberger & Deirdre Mulligan, Privacy on the Books and on the Ground, 

63 STAN. L. REV. 247, 261–63 (2011). 
187. Alomar et al., supra note 7, at 259. 
188. See, e.g., Emily Kesler, A Recent Surge of Consumer Privacy Litigation Asserting 

Violations of the Video Privacy Protection Act (VPPA) Seeks to Hold Companies Liable for 
Data Sharing in Context of Marketing Analytics, CONSUMER CLASS DEF. BLOG (Jan. 25, 
2023), https://www.consumerclassdefense.com/2023/01/a-recent-surge-of-consumer-pri-
vacy-litigation-asserting-violations-of-the-video-privacy-protection-act-vppa-seeks-to-hold-
companies-liable-for-data-sharing-in-context-of-marketing-analytics/ 
[https://perma.cc/7992-U837]. 
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incentivized to participate.189 Certification programs must also follow 
reasonable technical standards set by independent experts. 

D. Focusing Enforcement Efforts 

With a robust self-regulatory program that has strong incentivizes 
for participation (i.e., indemnification from class actions), the FTC can 
focus its efforts on policing the certification programs, rather than the 
myriad of more individual services. The FTC (or another agency or ap-
pointed group) could establish open standards for these programs and 
ensure adherence to those standards. Separately, the FTC could also use 
its existing authority to incentivize more proactive enforcement among 
platforms and third-party data recipients. 

i. Effective Industry Certification Programs 

Specific technical standards used to certify services as compliant 
(and thereby indemnifying them from private enforcement) could be 
developed by an appointed committee of recognized experts in con-
junction with public comment processes. Alternatively, the develop-
ment of standards could be delegated to another agency, such as the 
National Institute of Standards and Technology. The resulting certifi-
cation standards should be specific and made publicly available. 

One concern with allowing industry certification programs that im-
part indemnity is the inappropriate certification of deficient apps and 
services (as is currently a problem under COPPA). While some defi-
cient services might receive indemnity under a certification program, 
the FTC could solicit reports of deficient services — potentially by of-
fering “bug bounties” paid out of bonds posted by approved certifica-
tion programs or from fines levied against offenders.190 The FTC could 
then focus its enforcement efforts on the certification programs respon-
sible (e.g., after receiving multiple reports related to a single certifica-
tion program), including revoking the status of certification programs 
that are deemed repeat offenders. If a certification program loses its 
status, this could remove the indemnification status of all previously 
certified apps and services (e.g., if they fail to get certified by another 
program within a certain grace period). In turn, this would incentivize 
individual software developers to seek certifications from higher qual-
ity certification programs (i.e., those unlikely to lose their certification 
status due to FTC enforcement actions). 

 
189. Edelman, supra note 21. 
190. What Are Bug Bounties? How Do They Work? [With Examples], HACKERONE (July 

16, 2021), https://www.hackerone.com/vulnerability-management/what-are-bug-bounties-
how-do-they-work-examples [https://perma.cc/KNP8-W5XJ]. 
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This incentive structure, in turn, would serve as motivation for cer-
tification programs to rigorously enforce their own standards. Faced 
with the prospect of losing their ability to certify apps and services, 
certification programs will be motivated to adhere to their own stand-
ards during the certification process and investigate reports of noncom-
pliance among the apps and services that they certify. 

Of course, this framework can only work if there is a real threat of 
enforcement. Apps and services would be incentivized to participate in 
certification programs due to the threat of enforcement actions brought 
by the plaintiffs’ bar. Due to the threat of FTC enforcement actions, 
certification programs are incentivized to rigorously apply prescribed 
open standards set by experts and investigate and remediate reports of 
noncompliance. Thus, a private right of action is necessary to create the 
right incentive structure for industry certification programs to be effec-
tive. 

ii. Incentivizing Proactive Policy Enforcement 

While creating a private right of action requires statutory changes, 
the FTC can take actions using its existing authority under the FTC 
Act191 to maximize its own enforcement efforts. As noted earlier, many 
potential COPPA violations also violate the posted policies of the plat-
forms distributing the mobile apps, as well as those of third-party data 
recipients (e.g., advertising networks, analytics companies, and data 
brokers). For example, compliance with many of COPPA’s provisions 
is already required in the platform policies of both Google and Ap-
ple,192 and advertisers like Meta forbid developers from using their ser-
vices to collect data from children or certain types of sensitive data from 
adults (e.g., health and financial data).193 A reasonable person reading 
these policies would assume that these companies are therefore not col-
lecting this data (and certainly not using it for secondary purposes, such 
as ad targeting, other user profiling, sales to data brokers, etc.). But 
without proactive enforcement, that is simply not the case. Thus, an 
argument could be made that by posting these disclosures and doing 
nothing to enforce them, consumers are being deceived about the level 
of privacy protections afforded to them. 

As a result, the FTC may be able to use its Section 5 authority to 
pursue enforcement actions against platforms and large data recipients 
who post unenforced policies that result in the surreptitious collection 
of consumer data en masse (and thus materially deceive consumers 

 
191. 15 U.S.C. § 45 et seq. 
192. GOOGLE, supra note 177; APPLE, supra note 176. 
193. META, supra note 167; MARKUP, supra note 168. 
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about the privacy protections that they are receiving).194 This could re-
sult in two possible positive outcomes. First, and most ideally, it would 
prompt these entities to begin proactively enforcing their own policies 
across the millions of software developers who use their services. This 
would allow the FTC to focus and maximize its enforcement activities, 
as previously described. Alternatively, it may cause these entities to re-
vise their public disclosures to better match reality. While the latter is 
a less desirable outcome from a consumer privacy standpoint, it would 
nevertheless allow both consumers and software developers to make 
more informed choices about the services they use (and the levels of 
privacy afforded by them). 

IV. CONCLUSION 

Prior research has shown how COPPA compliance and enforce-
ment have been failing, resulting in the inappropriate collection of per-
sonal information from child-directed online services. In one study, 
researchers found that a majority of 5,855 child-directed Android apps 
appeared to be violating COPPA in various ways.195 They found that 
many of the identified issues were due to developers’ incorrect use of 
third-party software components (i.e., advertising and analytics SDKs) 
and that self-regulatory Safe Harbor programs had no observable effect 
on apps’ rates of compliance.196 Subsequent research involving surveys 
and interviews with app developers found that app developers are often 
legitimately unaware that these issues exist in their apps, or that they 
are due to unexpected and/or undocumented behaviors caused by the 
third-party components that they use.197 Many developers were of the 
erroneous belief that app distribution platforms were conducting com-
pliance checks on their behalf.198 While the aforementioned research 
focused on children’s privacy, the lessons learned should also be ap-
plied towards improving privacy enforcement for people of all ages. 

 
194. See 15 U.S.C. § 45; see also A Brief Overview of the Federal Trade Commission’s 

Investigative, Law Enforcement, and Rulemaking Authority, FED. TRADE COMM’N, 
https://www.ftc.gov/about-ftc/mission/enforcement-authority [https://perma.cc/E33V-JVJC] 
(describing the FTC’s authority to prevent “unfair or deceptive acts or practices” under 15 
U.S.C. § 45(a)(1)). The practice of posting unenforced policies may be deceptive (i.e., the 
disclosures may materially mislead a reasonable consumer into believing they are receiving 
greater privacy protections), but it also may be unfair. 

195. Reyes et al., supra note 8, at 69. 
196. Id. at 74–76. 
197. See Alomar et al., supra note 7, at 258. 
198. Id. at 259 (“‘[I]f my app is not complying with COPPA, GDPR or the Google Play 

policies, then my apps should not be on the store. I am not liable because Google is check-
ing and so the responsibility is on Google.’ . . . ‘I can confidently say that all my apps are 
compliant with all the standards because it was verified by Google before they published 
it.’”). 
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Because of developers’ apparent lack of awareness,199 simply in-
forming developers of common privacy issues, and the fact that they 
are associated with legal jeopardy, could be a powerful first step to-
wards remediation. Many app developers already look to platforms for 
this guidance; app developers are much more concerned with the threat 
of being removed from the app stores than the threat of regulatory en-
forcement.200 As a result, platforms are best positioned to provide guid-
ance on compliance to developers, and developers are much more likely 
to act on that guidance.201 Similarly, third parties receiving the data of-
ten have enough information at their disposal to automatically detect 
when their services are being misused in ways that violate their own 
policies and relevant laws.202 Thus, the absence of misuse detection is 
due to misaligned incentives. 

To provide some of these incentives while also maximizing limited 
public resources, the FTC’s enforcement efforts should be focused on 
ensuring that the data recipients and platforms are enforcing their own 
stated policies (since there are fewer data recipients and platforms than 
developers, as well as eliminating regulatory loopholes through new 
rulemaking. Of course, statutory fixes are still needed to correctly in-
centivize participation in (and the effectiveness of) industry self-regu-
latory certification programs. A private right of action is therefore 
needed to create those incentives. Participation in self-regulatory pro-
grams can be incentivized by indemnification from civil liability, al-
lowing the FTC to focus its resources on ensuring that these programs 
follow open standards set by experts. Such an enforcement regime 
would promote both competition and transparency, while also relieving 
individual developers and consumers of their current burden of being 
forced to identify which services are actually protective of consumer 
privacy — a burden that most are ill-equipped to correctly undertake. 

 
199. See supra Section II.F. 
200. See Alomar et al., supra note 7, at 258. 
201. Platforms could provide an overview of the privacy laws that may apply, tips for com-

plying, and common mistakes. Privacy-relevant configuration information for common SDKs 
could also be made available (including links to documentation on SDK developers’ web-
sites). 

202. See supra Section III.A. 
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