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ABSTRACT

Consent has become central to the governance of consumer markets in general and digital markets in particular. But consumer consent is arguably empty, and it enables and legitimizes digital surveillance and other consumer exploitations. This Article argues that traditional law-and-economics views on consent hide a crucial aspect: consent shifts considerable burdens — to collect and process information, to make informed decisions, and eventually to be liable for adverse results — to individuals and away from firms. This burden-shifting technique is deployed under the guise of empowering individuals to control their lives. Ironically, the use of consent (either by market mechanisms or by regulatory regimes) often has the opposite effect of disempowering and burdening individuals, leaving them with little control or recourse. Consequently, what consent mechanisms often achieve is delegating unchecked regulatory powers to firms.

This Article introduces the consent burden, a novel framework for analyzing consumer and digital markets, providing a comprehensive account of both the ex ante and the ex post burdens that consent mechanisms impose on individuals. The consent burden framework accounts for informational and decisional burdens, as well as for questions of liability and rights assertion through the courts. After laying the conceptual foundations, this Article finds that the consent burden can be used as a single metric for analyzing the rights/power allocation in the market. When the consent burden is high, firms are likely too powerful and the regulator has likely intervened too little or ineffectively (even if it seems otherwise).

This Article then draws an analogy between the consent burden imposed on individuals and the regulatory burden imposed on firms. It calls regulators to account for the consent burden when designing regulation, similar to how they routinely account for the regulatory burden.
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Finally, this Article proposes a diagnostic process to evaluate the consent burden of a proposed regulatory regime. Accounting for the consent burden will increase the effectiveness of regulation and will benefit consumers.
I. INTRODUCTION

Consent is a uniquely important mechanism. Some have even likened it to “magic.”1 In numerous legal, social, and moral settings, a simple “I agree” seamlessly transforms prohibited behavior into permitted, regulated behavior.2 The widespread adoption of consent as a

---

2. Id. at 123 (“[C]onsent turns a trespass into a dinner party; a battery into a handshake; a theft into a gift; an invasion of privacy into an intimate moment; a commercial appropriation of name and likeness into a biography.”).
means to justify choices and conduct reflects the adoption of individualism, autonomy, agency, and liberty as controlling values across countless regimes and circumstances. Consent is needed for innumerable everyday interactions and transactions, and its importance is also evident from extensive moral philosophy, law, ethics, and medical literatures about its meaning and validity.

This Article focuses on the role of consent in consumer markets. Traditional law-and-economics approaches hold consent, operating as private ordering through vehicles such as contract or property, to be an efficient and desirable means of control over markets. A consent regime is expected to discipline firms through consumers’ ability to switch, exit, and replace a supplier or a good by the mere redirection of their power to consent. It therefore enables market competition and represents a bottom-up governance solution via private rights, presumed to internalize incentives and minimize governance costs. Consent is also simple to understand as a concept and easy to apply as a mechanism; we think we know it when we see it.

Because consent is a reaction to a set of facts, by adopting a consent regime we usually also adopt a requirement that firms disclose information and provide greater transparency to the public. The theory behind mechanisms of consent coupled with disclosure (disclosure-and-consent) is that if firms are required to provide information about their products and services on the basis of which individuals would give better-informed consent, then by little we achieve a lot and there is no need for extensive top-down government intervention (e.g., direct command-and-control regulation). Consent therefore provides intervention without intervention, “self-regulation,” and a leave-it-to-the-

---


6. See, e.g., RICHARD H. THALER & CASS R. SUNSTEIN, NUDGE 189 (2008) (“An important and highly libertarian step would be an improvement in the process of feedback to consumers
market type of solution. By creating greater transparency, disclosure-and-consent regimes are also assumed to promote accountability, procedural fairness, and other democratic values.

Consent represents the ability of one to freely choose for oneself. In the market setting, this is premised on the assumption that collective ordering could be achieved through private rights and the rational choices individuals make. These conceptions about consent generate its legal and moral legitimacy. Using consent to regulate behavior invites — indeed, assumes — autonomy and agency of individuals, values that are at the core philosophy of liberal democracies and their economies.

This Article maps and then challenges the prominence of consent in consumer markets. The market-governing regimes of contracts, torts, and regulation are typically considered distinct. The Article’s first contribution is therefore in observing and uncovering that consent is a pervasive principle in markets — a common thread among seemingly different legal regimes — and that consent in contracts, torts, and regulation has similar results for consumers. In both contract law and tort through better information and disclosure. Such strategies can improve the operation of markets and government alike, and are also far less expensive, and less intrusive, than the command-and-control approaches that national legislatures have so often favored.


8. See, e.g., Paul M. Schwartz, Free Speech vs. Information Privacy: Eugene Volokh’s First Amendment Jurisprudence, 52 STAN. L. REV. 1559, 1561–62 (2000) (identifying transparency as a component of the notice-and-consent regime in privacy law); FED. TRADE COMM’N, PROTECTING CONSUMER PRIVACY IN AN ERA OF RAPID CHANGE, at i (2012), http://ftc.gov/os/2012/03/120326privacyreport.pdf [https://perma.cc/KK3M-SAWE] [hereinafter FED. TRADE COMM’N, PROTECTING CONSUMER PRIVACY] (stating that the goals of privacy notices are to “[m]ake information collection and use practices transparent” and provide consumers with “the ability to make decisions about their data at a relevant time and context”).

9. See, e.g., Daniel Susser, Notice After Notice-and-Consent: Why Privacy Disclosures Are Valuable Even If Consent Frameworks Aren’t, 9 J. INFO. POL’Y 37, 38, 50, 52–56 (2019) (arguing that the transparency notices provide is important even if consent mechanisms fail); see also Danielle Keats Citron, Technological Due Process, 85 WASH. U. L. REV. 1249, 1308 (2008) (“Automated systems must be designed with transparency and accountability as their primary objectives, so as to prevent inadvertent and procedurally defective rulemaking.”); Danielle Keats Citron & Frank Pasquale, The Scored Society: Due Process for Automated Predictions, 89 WASH. L. REV. 1, 26–27 (2014) (exploring the importance of transparency for the public and for individuals in the context of automated scoring systems).

10. See David Singh Grewal & Jedediah Purdy, Introduction: Law and Neoliberalism, 77 L. & CONTEMP. PROBS. 1, 3 (2014) (explaining that capitalism “denote[s] a range of related socioeconomic systems in which private contracting through markets is used as a means of collective ordering among persons differing in their initial resource endowments — and thus in a range of important agentive capacities”).

11. See, e.g., BEYLEVELD & BROWNSWORD, supra note 3, at 237 (“In such societies, where the culture of consumerism prevails, we find that ‘informed consent requirements are often seen not only as necessary but also as sufficient for ethical justification.’” (quoting ONORA O’NEILL, AUTONOMY AND TRUST IN BIOETHICS 47 (2002))).

12. See infra Part II.
law, consent has long played a part as a central policy lever. But trends in consumer and digital markets have made consent even more ubiquitous; it no longer only operates in the realm of market-oriented private law. Consent has become a dominant part of public law and regulation. Regulators have been increasingly using consent as the control valve for various markets by choosing information-based regulatory schemes, with the logic that firms’ disclosure of pertinent information about a product or service will facilitate consumer choice and informed consent. As consent is a low-cost, low-intervention control mechanism, this type of regulation has become the go-to strategy for many regulators. These regulation-created consent mechanisms range from ordinary disclosure law and “nudge” default mechanisms, which are based on various opt-out consent regimes, to regulation that explicitly requires opt-in consent. I call these consent-based regulations command-and-consent, as a deviation from the classic, direct, “command-and-control” model. Whereas in command-and-control the regulator provides bright-line rules and limitations to determine what conduct is permitted or prohibited, in command-and-consent the heart of the control mechanism lies in the process of asking for and giving consent, and the conduct to which consent is being asked for is

13. See infra Section II.A.
14. See id.
16. See, e.g., California Consumer Privacy Act of 2018, CAL. CIV. CODE § 1798.120 (West 2023) (the CCPA’s opt-out of sale or sharing of personal information) [hereinafter CCPA].
17. See, e.g., Health Insurance Portability and Accountability Act of 1996, 45 C.F.R. 164.522 (HHS’s privacy regulations, which implement section 264(c) of HIPAA, and include the HIPAA Privacy Rule’s opt-in consent mechanism); Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons with Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection Regulation), art. 7, 2016 O.J. (L 119) 1, 37 (European GDPR’s data protection opt-in consent mechanism) [hereinafter GDPR].
18. Some instances of this type of regulation are often referred to as “disclosure law,” focusing on how firms experience the regulation, i.e., the requirement that firms disclose information. See, e.g., Dalley, supra note 15, at 1092. But “disclosure” terminology ignores the fact that the actual control valve provided by regulation is to be operationalized by consumers — whether consumers will consent to the transaction for which information is provided.
not closely limited, i.e., what the consumer agrees to determines what conduct is permitted.

Indeed, the range of markets to which consent is central is substantial and varied. They range from online, digital markets where one clicks “I agree” to privacy policies, terms and conditions, and software licenses to markets for physical products like cars that may come with fine-print terms and conditions and even privacy policies19 to markets for medical and financial services and even to the rental market.20 This variety includes both markets where the regulator has abstained from direct regulation, thereby relying on contractual or tort-based consent to discipline firms, and markets where regulators chose a command- and-consent regime, thereby utilizing consent as the control valve of an information-based regulatory scheme.

This Article focuses on digital markets and the information economy as a prime test case.21 In digital markets, consent is especially dominant as a form of control regime and has become indispensable to the very structure and operation of the market.22 The prevalent business model animating digital markets relies on a multi-sided structure: on the consumer-facing side a service or product is provided for a zero23

19. See, e.g., Privacy Notice, TOYOTA (Jan. 1, 2023), https://www.toyota.com/privacyvts [https://perma.cc/TVB4-AKAR] (“Your vehicle’s Safety Connect feature...uses your vehicle’s Location Data...to determine where your vehicle needs assistance, your Vehicle Information (such as your vehicle’s model, year, and VIN) to verify your vehicle type, your Vehicle Health Data (odometer readings) to assist if you submit a claim with your insurer, your Account Information (such as your name, address, phone number, email address, etc.) to verify your account, and your Voice Recordings (when you call our Response Center) for quality assurance.”).

20. See, e.g., infra note 183. For more examples of disclosure-and-consent regimes, see sources supra note 15.


or low cash price and the consumer is tracked and surveilled for their personal information, while on the business-facing side such personal information is monetized.\textsuperscript{24} This market structure and the justification for the collection, use, and monetization of personal information are often based on consent.\textsuperscript{25} Consumers are held to have consented to terms and conditions and privacy policies drafted by the firms that track, surveil, and profit from the use of personal information, profiling, and targeting.\textsuperscript{26} As I explore below, consent is central to both American and European governance regimes in digital markets,\textsuperscript{27} making consent not only a cornerstone of the digital business model but also a predominant governance tool.\textsuperscript{28}

\begin{itemize}
\item \textsuperscript{26}See, e.g., Chris Jay Hoofnagle, Aniket Kesari & Aaron Perzanowski, \textit{The Tethered Economy}, 87 GEO. WASH. L. REV. 783, 795 (2019) [hereinafter Hoofnagle et al., Tethered Economy] (footnote omitted) (“Over the last 20 years, courts have embraced a trend towards notice-based contracting . . . . [C]ourts bind consumers to license provisions, terms of use, and privacy policies on the basis of constructive notice . . . . And, while this trend first took hold in cases dealing with software, it has profoundly influenced the way courts approach contract formation for all manner of goods and services.”).
\item \textsuperscript{27}See infra Sections II.B, III.B.
\item \textsuperscript{28}See Priscilla M. Regan, \textit{Fifty-Plus Years of Information Privacy Policy-Making: The More Things Change, The More They Remain The Same}, in RESEARCH HANDBOOK ON INFORMATION POLICY 159, 159, 163 (Alistair S. Duff ed., 2021) (highlighting that thus far, no matter how compelling the case for better regulation for privacy and information rights has become, industry and government interests remain on top, with persisting self-regulation and consent frameworks); Ari Ezra Waldman, \textit{The New Privacy Law}, 55 U.C. DAVIS L. REV.
Given the pervasiveness of consent in consumer markets as well as its centrality in digital markets, the remaining question is whether consent works as intended. To answer this question, I introduce a new framework for analyzing consumer markets: the consent burden framework, which is this Article’s second contribution. Part II develops the new consent burden framework. It defines the consent burden and explores how it unfolds in two temporal segments: ex ante and ex post burdens. Ex ante burdens are the informational and decision-making burdens imposed prior and leading to the moment of consenting. They stem from significant information asymmetries, combined with bounded rationality and limited attention spans. Ex post burdens are the legal and rights-derogating burdens associated with the status of having consented. They stem from holding individuals accountable for their empty consent to nonnegotiable contracts, consequently constraining their rights and remedies. This constraint is part exogenous, emanating from the law, and part endogenous, arising from internal mental commitments. Part II illuminates why consent could be a failed governance solution based on the same criteria on which it is premised to be a good governance solution. The identification and explication of the consent burden provides a synthesis of diverse literatures and a theoretical foundation for understanding the tilted power balance that consent may create in markets.

In digital markets specifically, consent has proven inadequate for dealing with the individual and societal harms of the information economy and especially for realigning firms’ systemically misaligned incentives. In fact, rather than disciplining the darker side of the market where personal information is exploited, the use of consent facilitates

ONLINE 19, 30 (2021) [hereinafter Waldman, New Privacy Law] (“[N]otice-and-consent was originally developed as a way to stave off potentially more robust regulation that could threaten the industry’s innovation imperative.”); see also JULIE E. COHEN, BETWEEN TRUTH AND POWER: THE LEGAL CONSTRUCTIONS OF INFORMATIONAL CAPITALISM 58 (2019).

29. See infra Section II.C.
30. That is, consent that is rarely informed or intentional. See infra Part II.
31. See infra Section II.D.
32. See Lina M. Kahn & David E. Pozen, A Skeptical View of Information Fiduciaries, 133 HARV. L. REV. 497, 520 (2019) (“What happens when the service provider and the customer lack this shared understanding of the core terms of their relationship? . . . Most Facebook users[] . . . rely on the platform to communicate with other Facebook users . . . . As a rule, it appears that Facebook users tend to be deeply ignorant of the ways the company serves (or disserves) them . . . . This is not just an unusually stark asymmetry of information. It is an elaborate system of social control whose terms are more imposed than chosen.”); Nathaniel Persily, Facebook Hides Data Showing It Harms Users. Outside Scholars Need Access., WASH. POST (Oct. 5, 2021, 7:20 AM), https://www.washingtonpost.com/outlook/2021/10/05/facebook-research-data-haugen-congress-regulation/ [https://perma.cc/F2HD-S8C5]; Statement of Francis Haugen: Hearing Before the Subcomm. on Consumer Prot., Prod. Safety & Data Sec. of the S. Comm. on Comm., Sci. & Transp., 117th Cong. (2021) [hereinafter Statement of Francis Haugen], https://www.commerce.senate.gov/services/files/FC8A558E-824E-4914-BEDB-3A7B1190BD49 [https://perma.cc/U3HN-JPYT].
it. Similar to the law-and-economics account of consent more generally, privacy law has typically regarded consent as a manifestation of autonomy and control over one’s information. Neither account of consent addresses or solves its core problem: empty consent continues to be the most prevalent form of consent in markets, rendering consent a vehicle that legitimizes digital surveillance and other exploitations. While privacy theory and scholarship have mostly moved away from the individual control conceptualization, privacy laws have not, and the popularity of consent regimes in digital markets has the additional side effect of entrenching consent as the proper solution, despite its failure.

This Article’s third contribution is in locating the role of regulation in lowering or increasing the consent burden. Part III finds that there is mostly an inverse relationship between the consent burden and the level of regulation in a market, with the consent burden being higher in markets with a lower level of regulation. But surprisingly, there is an exception to this rule in what this Article calls command-and-consent regulation. In that type of regulation, regulators typically do not reduce the consent burden and may even increase it, potentially making command-and-consent ineffective, if not damaging for consumers. Part III thus reveals that although regulation is typically considered burdensome for firms and beneficial for consumers, some regulations are in fact burdensome for consumers and firms alike, even when they purport to benefit consumers. Appreciating the inverse-relationship rule and its

33. See, e.g., Ari Ezra Waldman, Privacy, Practice, and Performance, 110 CALIF. L. REV. 1221, 1256–57 (2022) [hereinafter Waldman, Privacy, Practice, and Performance].
34. See supra notes 5–9 and accompanying text.
35. Alan Westin is considered to have pioneered the privacy-as-control theory. See ALAN WESTIN, PRIVACY AND FREEDOM 7 (1967) (conceiving of privacy as a right to decide when, how, and to whom an individual discloses information). Several decades before Westin, Warren and Brandeis famously coined that privacy is the right of the individual to decide when “to be let alone” and to control the existence of one’s public representations. See Samuel Warren & Louis Brandeis, The Right to Privacy, 4 HARV. L. REV. 193, 195, 198, 218 (1890).
36. See infra Part II.
38. See Waldman, Privacy, Practice, and Performance, supra note 33, at 1224; Waldman, New Privacy Law, supra note 28, at 23.
exception, the consent burden can be used as a single but comprehensive metric for analyzing the allocation of rights and power in consumer markets and how much a regulator has effectively intervened to correct market failures. When the consent burden is high, firms are likely too powerful, and the regulator has likely intervened too little or ineffectively (even if it seems otherwise).

This Article’s fourth contribution is in providing a novel way forward. Part IV first draws an analogy between the regulatory burden imposed on firms and the consent burden imposed on individuals and proposes that regulators and lawmakers account for the consent burden when designing and implementing regulation, the same way they routinely account for the regulatory burden. Thus far, the consent burden has largely been invisible to regulators. But the regulatory burden has long been considered by them. In fact, I show how the consent burden was increased over time due to regulators’ wishes to reduce the regulatory burden. This one-sidedness should be corrected. I argue that if regulators consider the consent burden similarly to how they consider the regulatory burden, it will lead to significantly better regulation of consumer and digital markets.

Part IV further proposes a method for regulators to use in order to evaluate the consent burden that would develop under a given regime. I propose a diagnostic process, consent burden review, that assesses the consent burden as a systemic issue through a set of questions. The core of the diagnostic process is understanding the following: What harmful firm behavior do regulators seek to limit? Does the proposed regime put consent in the problematic role of limiting such harmful behavior (a role in which consent repeatedly fails)? If so, why do we expect consumers would consent to harmful firm behavior? And what are the foreseeable effects of the proposed regime after “deducting” limitations that could be circumvented by consumer consent?

Consent burden review will help regulators identify whether using a consent-based regime in a specific market is a good idea or whether it is likely to fail as a means of market governance because it leaves too much power in the hands of firms. Adopting the consent burden framework and consent burden review will lead to better regulation and more balanced markets in the digital era. I hope this Article is a first step.

II. DEFINING THE CONSENT BURDEN

I define the term consent burden as the costs and harms, i.e., burdens, that are imposed on individuals due to the use of consent as a mechanism to control firms’ behavior in markets. I divide the consent burden into two parts. First, ex ante burdens are the informational and

39. See infra Section IV.B.
decision-making burdens imposed prior and leading to the moment of consenting. Second, ex post burdens are the legal and rights-derogating burdens associated with having consented. While the consent burden framework is general and applicable to many consumer markets, this Article focuses on privacy in digital markets and the information economy. Before diving into the analysis of ex ante and ex post burdens, I first define consent in markets and explore its important role in multiple control strategies. Subsequently, in Section II.B, I set the stage for the analysis of digital markets.

A. Variations of Consent as a Control Strategy in Markets

Consent is not of one variety, and it is a pervasive principle in markets. In contract law, consent is traditionally a cooperative-collaborative vehicle for the allocation of rights among equal parties via a contract. In tort law, consent is often a means to differentiate between legitimate and illegitimate behavior. One way to think about the different varieties of consent in markets is within the more formal understanding of the menu of market control strategies. There are four such strategies: (1) market competition; (2) courts adjudicating private disputes; (3) regulation, i.e., public enforcement of policy through specific legislation or rules, usually by a dedicated regulator; and (4) the state’s ownership and complete control over the market. These strategies can be put on a sliding scale of the state growing powers in one direction and firms’ growing powers in the opposite direction. These strategies are of course not mutually exclusive; market discipline, courts, and regulation frequently operate in parallel.

What is notable here is that consent cuts across all main market governance strategies: consent is foundational to market competition (the first strategy), which essentially relies on contractual consent. Additionally, courts administer control through the enforcement of contractual consent and the development of common law torts (e.g., the privacy torts) where consent, or lack thereof, is either a significant component or an affirmative defense (the second strategy).

But while we usually think of consent as the main tool of market-based, autonomy-centered, social-control regimes, i.e., not top-down regulation, consent and regulation are no longer as distinct as they may

40. Such is the case of torts like trespass and the four privacy torts, where having received consent can mean the difference between being deemed a tortfeasor and facing no liability. See infra text accompanying note 62 and Section II.D.1.
42. Shleifer, supra note 41, at 443.
43. There are also intermediate strategies, such as private litigation to enforce public regulatory rules. Id. at 442.
A current key implementation of consent as market governance is regulating through consent (the third strategy). The archetypic regulatory regime, command-and-control, commands firms to follow hard rules about their conduct — what firms can, cannot, or must do. Other forms of classic regulation may be less direct than commands but still substantively engage with firm conduct, like regimes that use economic instruments to create financial incentives for a desired behavior or shift liability rules. But increasingly, regulators use consent as the centerpiece of regulation. In such cases, instead of the typical command-and-control model with bright-line rules of yes and no (or other regulatory models substantively directing or incentivizing behavior), regulators create a framework of what can be described as command-and-consent. In command-and-consent, the heart of the control solution lies in the process of asking for and giving consent, and the conduct to which consent is being asked for is not closely limited. Command-and-consent is procedural rather than substantive, focused on formalizing the processes of information disclosure and consent-giving. This type of regulation might require firms to disclose certain information that they would not have disclosed otherwise, but without more this type of regulation does not institute meaningful limitations on firm behavior. I provide further analysis of command-and-consent in Part III.

In addition to its pervasiveness across the menu of market control strategies, consent varies in levels of activity. Consent is a choice but often a passive one, made in reaction to external information, offerings, and forces. Thus, consent covers a spectrum of passivity versus activity, from passively not opting out (consenting by default) to actively opting in (consenting despite the default, including by waiving one’s rights) and several shades in between. For example, an option to opt out could be merely implicit (as many online terms and conditions say, “If you do not consent to the terms, you should not use the product/service”) or explicit (like in the California Consumer Privacy Act).
An opt-in can be more relaxed and “slippery” (if the opt-in process makes it very easy to “consent”) or more demanding. The consent burden framework applies throughout this spectrum.

B. Setting the Stage: Variations of Consent in Digital Markets

Although the literature has underscored the differences between the regulatory models that the United States and the European Union have adopted for digital markets and the information economy, both are centered around consent. Both regimes are rooted in the code of Fair Information Practice Principles (“FIPPs”) dating back to 1973, long before the inception of digital markets. The FIPPs were restated several times, and a widely-adopted set of FIPPs spearheaded the individual control and consent-based approach to digital privacy, relying on procedural protections such as notice (disclosure) and consent. Both the


49. See, e.g., Lauren E. Willis, When Nudges Fail: Slippery Defaults, 80 U. CHI. L. REV. 1155, 1202 (2013) (footnote omitted) (exploring several examples, like the slippery opt-in to waiving shareholders’ default rights: “[A]lmost all states by default allow shareholders to collect damages from the firm’s directors if those directors fail to perform their duties with care. To minimize their potential liability, directors have successfully inserted a provision waiving shareholders’ default rights to collect damages into 99 of the top Fortune 100 companies’ articles of incorporation.”); Lauren E. Willis, Why Not Privacy by Default, 29 BERKELEY TECH. L.J. 61, 82–84 (2014) [hereinafter Willis, Privacy].


51. The original FIPPs (also called Fair Information Practices, or “FIPs”) were part of an influential U.S. report exploring entities’ use of computational automated methods to collect and use personal information. See U.S. DEP’T OF HEALTH, EDUC. & WELFARE, RECORDS, COMPUTERS, AND THE RIGHTS OF CITIZENS, at ix–xxi (1973); see also Kennet A. Bamberger & Deirdre K. Mulligan, Privacy on the Ground 21–22 (2015); Colin J. Bennett, Regulating Privacy 96–101 (1992); Paul M. Schwartz, Beyond Lessig’s Code for Internet Privacy: Cyberspace Filters, Privacy Control, and Fair Information Practices, 2000 WIS. L. REV. 743, 779.

American and the European privacy and data protection regimes follow this approach, essentially making digital markets a decentralized, individual medium where the legal focus is on personal choices as they translate into acts of consent, rather than substantive limitations on firm behavior.53

In the United States, privacy law is the main source of information rights,54 and it is made up of fragmented federal and state regimes,55 utilizing various mechanisms of FIPPs-based consent.56 Federal law mostly leaves digital markets in a state of market ordering (“self-regulation”),57 relying on contractual consent.58 While the Federal Trade Commission (“FTC”) is not a dedicated privacy regulator, since 1998 it has maintained that breaking promises made in privacy disclosures against consumers’ consent constitutes “unfair or deceptive acts or practices in or affecting commerce” in violation of § 5 of the FTC Act.59 The FTC’s enforcement policy is therefore similarly based on

---

53. See Waldman, New Privacy Law, supra note 28, at 22, 27–30; see also Cohen, Privacy Law, supra note 5, at 5; COHEN, supra note 28, at 262.
56. See, e.g., Solove, Consent Dilemma, supra note 22, at 1883–84 (“Two of the most important components of privacy self-management are [first] informing individuals about the data collected and used about them (notice) and [second] allowing them to decide whether they accept such collection and uses (choice). These components of the FIPPs are widely embraced in the United States . . . .”); see also Solove & Schwartz, ALI Data Privacy, supra note 52, at 1263 (“[A] scaled-down version of the FIPPs have often been embodied in U.S. laws: namely, the notice-and-choice approach.”).
58. See Davis & Marotta-Wurgler, supra note 25, at 663; Neil Richards & Woodrow Hartzog, A Duty of Loyalty for Privacy Law, 99 WASH. U. L. REV. 961, 970 (2021); Viljoen, supra note 55, at 592; Hoofnagle, Designing for Consent, supra note 47, at 162–67; see also COHEN, supra note 28, at 44 (“The particular form of the access-for-data contract extended to users — a boilerplate terms-of-use agreement not open to negotiation — asserts a nonnegotiable authority over the conditions of access that operates in the background of even the most generative information-economy service . . . . Boilerplate agreements are contractual in form but mandatory in operation, and so are a powerful tool both for private ordering of behavior and for private reordering of even the most bedrock legal rights and obligations.”).
notice-and-consent principles. Under this regulatory approach, firms’ terms and the conduct they represent are not substantively scrutinized; instead, the main question is whether consumers have “consented” to whatever is in the terms.

The privacy torts (and other privacy-applicable torts like trespass) are similar to the contractual approach in that they too require lack of consent to be properly claimed. There are also federal sector-specific privacy laws regulating particular kinds of data, like consumer credit data, health and financial information, educational information, and children’s personal information. These laws are similarly built around consent mechanisms. While there was a recent flurry of regulatory activity on issues of consumer privacy in some states, much of it still relies on mechanisms of consent. The California Consumer Privacy Act (“CCPA”) and its amendment, the California Privacy Rights Act (“CPRA”), rely on notice-and-consent mechanisms, as do many other


62. See Restatement (Second) of Torts §§ 652B, 652C, 652D, 652E (Am. L. Inst. 1977). Some of the torts require lack of consent (e.g., appropriation of name or likeness) and in others, showing consent could be a defense. See William L. Prosser, Privacy, 48 Calif. L. Rev. 383, 392, 401–02, 419 (1960) (discussing consent in the context of intrusion upon seclusion; consent in the context of appropriation of name or likeness; and consent as a defense: “Chief among the available defenses is that of the plaintiff’s consent to the invasion, which will bar his recovery as in the case of any other tort”).


64. See Viljoen, supra note 55, at 594–95. Based on the notice-and-consent model, these federal laws require prominent privacy disclosures that are meant to provide information that will facilitate consumers’ decisions. Id.

65. The CCPA generally allows firms to process personal information by default so long as they provide a notice on their data practices and a clear option for consumers to opt out of
state laws, as well as state and federal proposals, bills, and ballot initiatives. The recent bi-partisan Congressional proposal for a comprehensive federal privacy regulation is no exception, following the current regulatory trends of consent, individual rights, and internal compliance frameworks.

FIPPs and consent are deeply embedded in the European regime as well. Consent was a central part of the EU Directive that preceded the General Data Protection Regulation (“GDPR”), and it remains central to the GDPR and to the related ePrivacy EU Directive. Section III.B analyzes the centrality of consent in the GDPR and its implications.
C. Ex Ante Burdens: The Burdens of Consenting

What does it take to make a decision? One needs relevant information and to exert decisional mental resources. Undoubtedly, making decisions requires resources: first, it requires understanding what information is needed to facilitate a decision and attaining it. We will cover this aspect of decision-making in Section II.C.1 on informational ex ante burdens. Following the attainment of information, one needs to process it to make a decision, an activity that requires some amount of time and mental decisional resources. We will cover this aspect of decision-making in Section II.C.2 on decisional ex ante burdens. These activities — informational and decisional — may develop in parallel and seep into one another, but for the purpose of canvassing the challenges of consent and the makings of the consent burden, we will discuss them separately.

The following analysis applies to all forms of consent utilized in the control of markets, no matter their source — contractual, tort-based, or regulation-based.

1. Informational Ex Ante Burdens

A decision to consent comes as a reaction to information about the market activity to which consent is sought, e.g., buying a secondhand car. Some information might be disclosed by the person asking for consent, such as the seller’s price. But often the information initially provided is insufficient and more information is needed for consent to be informed and rational, e.g., information that enables price comparison among different sellers.\(^71\) Obtaining additional information can be simple and cheap or complicated and costly, contingent on the issue at hand. Obtaining perfect information is often impossible. It is on the individual to discern what information is needed for them to reach a decision, how much of it is needed, whether they can possibly acquire it, whether acquiring information is worth their while and cost, and whether, if acquired, they can comprehend the information.\(^72\) This set of considerations can be distilled into questions about:

\[\text{(1) information quantity,}\]

---


In analyzing the ex ante informational burden, I assume consumer rationality. However, I argue that even under the best of assumptions, the available information in some consumer markets — and certainly in digital markets — is insufficient to make rational information-based decisions (and not rationally ignorant decisions). To be clear, I do not ultimately suggest that the solution is improving information disclosures. Instead, I argue that under current conditions, this insufficiency represents a chronic information asymmetry that can be solved only by lowering the consent burden via public policy.73

Let us see how the informational burden manifests in digital markets. The firm asking for consent provides information in a notice about data practices (colloquially: a privacy policy). Take Facebook, for example. On their main page titled “Privacy Basics,” the welcoming lines are, “You have control over who sees what you share on Facebook. That way, you’re free to express yourself the way you want.”74 Next, in “Top Topics,” there are links to more information about “How do I choose who can see photos and other things I post on Facebook?,” “Who can see my reactions and comments on other people’s posts?,” and “How can I stop someone who’s bothering me?”75 From this carefully curated list of topics, it appears the only privacy threats to Facebook users are other Facebook users. Surprisingly, Facebook never even hints at its methodic and expansive surveillance, exploitation, and monetization of personal information.76 This strategic choice of words persists under the tab “You’re In Charge,” where under the title “Advertising,” the subtitle reads, “Find out how to control the ads you’re shown so they’re more useful to you,”77 — in other words, please help us surveil you better.

We can now apply the four questions listed above to Facebook’s proffered information. First, consider the problem of information quantity. Facebook offers piecemeal information through a rabbit hole of titles, subtitles, short scribbles, buttons, and links to more pages (which include links to even more pages) — an overload of information — and all of it is not even the formal Facebook Privacy Policy. In fact, on yet

73. See infra Part IV.
75. Id. (under “Top Topics”). Additional similar topics are, “How can I see what my profile looks like to someone else?,” “Who can see a photo I post on Facebook when someone else is tagged in it?,” and “Can other people see my list of friends when they visit my profile?” Id.
76. See, e.g., Srinivasan, Facebook, supra note 24, at 41–43.
77. Privacy Basics, supra note 74 (emphasis added) (under “You’re In Charge”).
another page titled “Facebook’s Privacy Principles,” Facebook pro-
claims: “While our Data Policy describes our practices in detail, we go
beyond this to give you even more information.” Facebook’s Privacy
Policy document alone contains over 10,000 words; abounds with
links sending the reader to additional information, documents, and web
pages (including a separate, over 2,000-word “Cookies Policy”); and
can be changed at any time Facebook so chooses. Meta, the parent
company of Facebook, is notorious for providing a haystack of infor-
mation. This information overload cannot be read and processed by
lay people and is impractical for decision-making. Moreover, the in-
formational overload in any discrete case contributes to a much larger
problem of overall information volume. Disclosure and consent do not

78. Facebook’s Privacy Principles, FACEBOOK, https://www.facebook.com/about/basics/
privacy-principles [https://perma.cc/T7D6-NSGV].
79. Id. (under the title, “We help people understand how their data is used”).
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Agreements, 75 MD. L. REV. 1, 4 (2015); BEN-SHAHAR & SCHNEIDER, supra note 72, at 22–
25; Ian Ayres & Alan Schwartz, The No-Reading Problem in Consumer Contract Law, 66 STAN.
L. REV. 545, 546–48, 566, 582 (2014). Studies further show that simplification of dis-
closed terms does not help to solve this problem. See, e.g., Omri Ben-Shahar & Adam Chilton,
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scale well; while they can sometimes be effective in one-on-one transactions, individuals lack resources to review this amount of information for the purpose of decision-making at the scale required by every website, application, and software with which they interact.85 Unsurprisingly, performance in cognitive tasks declines as attention drops.86 For these reasons, the amount and complexity of information suggests that consumers will choose rational ignorance over getting into the weeds of the information.87

A second problem is information quality. Some of the information Facebook provides (arguably, the easiest to reach) obscures highly important facts about Facebook’s own exploitations of personal information and the risks Facebook creates. Facebook is not alone. Disclosures are often put in confusing or deliberately indeterminate terms and are routinely misunderstood by readers. Even if people were to read the entirety of privacy disclosures, most likely they would not be able to understand what will be done with their personal information.88 Even experts find privacy policies to be misleading.89 To complicate matters, disclosures in digital markets can be changed at any time.90 And digital markets qualitatively exacerbate the problem of information quality. Data-intensive technology is incredibly complex and in a state of constant flux, and it is not very explainable.91 Given that firms strive to glean unexpected insights from their big-data analysis —

85. See Solove, Consent Dilemma, supra note 22, at 1888–89; Richards & Hartzog, Pathologies, supra note 22, at 1466.
86. See Simkovic & Furth-Matzkin, supra note 84, at 231.
90. See supra note 82 and accompanying text.
91. See Barocas & Nissenbaum, supra note 84, at 59; BAMBERGER & MULLIGAN, supra note 51, at 24.
drawing inferences from seemingly disparate pieces of information—it is doubtful that a static legal disclosure (at a single point in time) can meaningfully convey enough about future implications for informed consent.92 There are additional compounding factors, like the third-party problem93 and cross-user impact,94 that are critical unknowns. There is also a risk that firms surreptitiously enforce their terms and conditions on an unequal basis, favoring some groups while disfavoring others.95 And importantly, firms have business and legal incentives to conceal their true data practices—their datafied96 “secret sauce.”97 Ultimately, the nature of the information economy and information technologies does not lend itself to explainability or transparency and thus results in insufficient quality of information available to the public.98

Another risk relating to information quality is outright manipulation of the disclosed information, including by omission.99 We can

92. See Barocas & Nissenbaum, supra note 84, at 58–59.
93. Even if we accept consent-as-control, it is severely undermined—both normatively and positively—by third-party data brokers with whom individuals do not have a relationship. See, e.g., Ari Ezra Waldman, Cognitive Biases, Dark Patterns, and the ‘Privacy Paradox,’ 31 CURRENT OPINION PSYCH. 105, 106 (2020) [hereinafter Waldman, Cognitive Biases] (“There is also an entire industry of data brokers that collects vast amounts of data on individuals in secret and without consent. The Federal Trade Commission . . . found that one data broker’s ‘databases contain information about 700 million consumers worldwide with over 3000 data segments for nearly every U.S. consumer’ and ‘[m]uch of this activity takes place without consumers’ knowledge.’”); Huq, supra note 24, at 346; HOOFNAGLE, supra note 60, at 146–47 (describing how “[l]egislation to rein in these companies has been politically impossible to enact, in part because so many large businesses—and politicians themselves—use information brokers to amass data on people”).
94. Consent-as-control is also undermined by the unescapable and uncontrolled impact of users on one another. See, e.g., Solon Barocas & Karen Levy, Privacy Dependencies, 95 WASH. L. REV. 555, 556–58 (2020).
95. Manisha Padi, Contractual Inequality, 120 Mich. L. Rev. 825, 826–28 (2022); see also Shmuel I. Becher & Tal Z. Zarsky, Minding the Gap, 51 Conn. L. Rev. 69, 73–75 (2019) (discussing how firms’ occasional leniency in enforcing standard form contracts may also have harmful qualities); Lisa Bernstein & Hagay Vovovsky, Not What You Wanted to Know: The Real Deal and the Paper Deal in Consumer Contracts—Comment on the Work of Florencia Marotta-Wurgler, 12 JERUSALEM REV. LEGAL STUD. 128, 129 (2015) (calling to move from studying consumer contracts through the terms of the “paper deal” to looking at the terms of the “real deal,” i.e., how sellers behave considering the various forces that may constrain their behavior, including, but not limited to, the written agreement).
96. Defined as “the transformation of all kinds of information into machine readable, mergeable[,] and linkable form.” Linnet Taylor, Luciano Floridi & Bart van der Sloot, Introduction: A New Perspective on Privacy, in GROUP PRIVACY: NEW CHALLENGES OF DATA TECHNOLOGIES 1, 3 (Linnet Taylor et al. eds., 2017).
97. The data and algorithms held by firms are claimed to be proprietary. See, e.g., Kapczynski, Informational Capitalism, supra note 54, at 1515; Kapczynski, Trade Secrets, supra note 54, at 1370–71.
99. For a few examples, see Andy Greenberg, Security News This Week: DuckDuckGo Isn’t as Private as You Think, WIRED (May 28, 2022, 9:00 AM), https://www.wired.com/story/duckduckgo-microsoft-twitter-fl-bush-assassination-whatsapp/ [https://perma.cc/9EYW-
think of information quality manipulation in the following way: If drug labels disclosed only potential benefits and not potential risks (warnings), we would not consider them to be of sufficient quality for decision-making. When risks are significant and can deliberately be avoided, the disclosure ought to include them to guide behavior. One historical example of this tension is warning labels on cigarette packs and the tobacco industry’s role in withholding information about health risks from the public and discrediting scientific evidence. Notably, even when the industry is a well-regulated one (which is not the case for the information industry), there remains the problem of information asymmetry between the regulated and the regulator: firms often know more about the risks they create than the regulator does, and they can withhold information for their own benefit, disregarding the risks to the public. When an industry is not well regulated, a fortiori it is easy to imagine that it will manipulate or hide information about the risks it creates. There is initial evidence of the harms social media creates, but it is based mostly on anecdotal information — disclosed against firms’

3G3F] (discussing the recent scandal regarding DuckDuckGo’s secret carve-out for Microsoft’s surveillance); Kenneth A. Bamberger, Serge Egelman, Catherine Han, Amit Elazari Bar On & Irwin Reyes, Can You Pay for Privacy? Consumer Expectations and the Behavior of Free and Paid Apps, 35 BERKELEY TECH. L.J. 327, 327–28 (2020) (revealing that paid apps often access and share the same personal information as their free versions, with the consequence that consumers’ decision to pay for apps to avoid privacy costs could be futile, and worse, there are no obvious cues for consumers to determine when an app’s paid version offers better privacy protections than its free version); see also Daniel E. Ho, Fudging the Nudge: Information Disclosure and Restaurant Grading, 122 YALE L.J. 574, 574 (2012) (arguing that even simple disclosures like restaurant grades can be inaccurate and misleading); Oren Bar-Gill, David Schkade & Cass R. Sunstein, Drawing False Inferences from Mandated Disclosures, 3 BEHAV. PUB. POL’Y 209, 209–10 (2019) (explaining that consumers may draw false inferences from mandated disclosures); Oren Bar-Gill, Smart Disclosure: Promise and Perils, 5 BEHAV. PUB. POL’Y 238, 243–46 (2021) (same); Tal Z. Zarsky, Serious Notice: A Celebration, Discussion, and Recognition of Joel Reidenberg’s Work on Privacy Notices and Disclosures, 90 FORDHAM L. REV. 1457 (2022) (discussing the prospect of privacy labeling and grading to provide improved disclosures to consumers, the problems and risks in labeling and grading, and proposed solutions); Meirav Furth-Matzkin & Roseanna Sommers, Consumer Psychology and the Problem of Fine-Print Fraud, 72 STAN. L. REV. 503, 506 (2020) (“Widespread non-readership leaves consumers open to exploitation by underhanded firms. When consumers do not read their contracts, unscrupulous sellers can exaggerate or lie outright about their products and services while contradicting, qualifying, or disclaiming these assertions in the fine print.”).


101. The recent revelations about the oil company ExxonMobil demonstrate this problem as well. See Oliver Milman, Revealed: Exxon Made “Breathtakingly” Accurate Climate Predictions in 1970s and 80s, GUARDIAN (Jan. 12, 2023, 2:00 PM), https://www.theguardian.com/business/2023/jan/12/exxon-climate-change-global-warming-research [https://perma.cc/FY8W-4ZT5] (“The oil giant Exxon privately ‘predicted global warming correctly and skillfully [sic] only to then spend decades publicly rubbish[ing] such science in order to protect its core business . . . .’

intentions — and conjectures, not on robust and comprehensive information, which is available only from inside the firm. As a result, neither regulators nor the public know enough about the dangers, risks, and harms that are (or can be) caused by the information economy. Information about dangers, risks, and harms is crucial for decision-making both on an individual and on a collective policymaking level, and we simply do not have it. Additionally, whenever information quality is lacking, an “informed minority” attaining, processing, and sharing the essence of the information with the public — an argument sometimes raised to support disclosures — is not going to be so informed and able to inform others.

A third problem is that of autonomous information attainability. In the example of buying a secondhand car, important information comes from price comparison among sellers that the consumer can perform on their own. The question here is whether the individual can reasonably complement or compensate for the lack of pertinent information provided by the firm. If yes, then the previous problem of information quality could be solved with “self-help” information search, provided that the expected benefits from additional information outweigh the costs of the search. In the information economy, however, such independent search is infeasible. The reality is that nobody but firms — mostly platforms like Facebook and Google — knows the full picture of informational risks and harms to individuals and society. We could conclude that sometimes individuals do not have perfect information and some

102. See, e.g., Statement of Francis Haugen, supra note 32; Carole Cadwalladr & Emma Graham-Harrison, Revealed: 50 Million Facebook Profiles Harvested for Cambridge Analytica in Major Data Breach, GUARDIAN (Mar. 17, 2018, 6:03 PM), https://www.theguardian.com/news/2018/mar/17/cambridge-analytica-facebook-influence-us-election [https://perma.cc/VY67-49ZW] (revealing the Cambridge Analytica scandal); Vindu Goel, Facebook Tinkers With Users’ Emotions in News Feed Experiment, Stirring Outcry, N.Y. TIMES (June 29, 2014), https://www.nytimes.com/2014/06/30/technology/facebook-tinkers-with-users-emotions-in-news-feed-experiment-stirring-outcry.html [https://perma.cc/WM83-S5YV] (discussing the revelation Facebook made in 2014 that it had conducted a psychological experiment in which it manipulated the feed of over half a million randomly selected users and thereby impacted their emotions). Additionally, research in psychology has found evidence of harms caused by social media use. See, e.g., Melissa G. Hunt, Rachel Marx, Courtney Lipson & Jordyn Young, No More FOMO: Limiting Social Media Decreases Loneliness and Depression, 37 J. SOC. & CLINICAL PSYCH. 751, 767 (2018) (“[O]urs is the first study to establish a clear causal link between decreasing social media use, and improvements in loneliness and depression. It is ironic, but perhaps not surprising, that reducing social media, which promised to help us connect with others, actually helps people feel less lonely and depressed.”).

103. See, e.g., Bakos et al., supra note 7, at 5 (suggesting that an “informed minority” is unlikely to prevent sellers from inserting one-sided terms into standardized agreements); see also Alan Schwartz & Louis L. Wilde, Intervening in Markets on the Basis of Imperfect Information: A Legal and Economic Analysis, 127 U. PA. L. REV. 630, 655 (1979) (arguing that as long as a minority of consumers engages with the content of agreements, we could expect firms to behave competitively).

104. See Gordon-Tapiero et al., supra note 98 (manuscript at 9).
risks remain unknown and that is fine. Yet the risks created by the information economy are known, just only to the firms that create the risks in the first place, and this information is neither shared with the public nor otherwise attainable. This is the heart of the information asymmetry between firms and individuals in digital markets.105

A fourth problem is the complexity of asked-for consent. Problems with information quantity, quality, and autonomous information attainability are relevant separately to each dimension of asked-for consent and are compounded with each additional dimension.106 Sometimes consent is sought only for a unidimensional question like price. But additional dimensions involved in asked-for consent — like quality, service, short-term effects, long-term effects, and attached legal rights and obligations (e.g., licensing or assignment of intellectual property, or mandatory arbitration clauses) — increase the consent burden. In digital markets, consent is a multidimensional bundle of (negative) sticks relating to a complex set of commercial and legal terms that span various rights and remedies, mostly so that the consumer will waive them.107 The bigger the dimensional complexity of asked-for consent, the higher the consent burden.

In digital markets, individuals receive too much information from firms, too little of which is of the quality that can support informed consent, and they cannot compensate for the informational insufficiency and inadequacy due to chronic information asymmetry. These problems are exacerbated by the multidimensional nature of asked-for consent in digital markets. The informational ex ante burden in digital markets, therefore, is unreasonable, and the potential of disclosure to facilitate rational informed consent seems very low. In fact, the informational ex ante burden dictates (under both rational choice theory108 and behavioral economics models109) that firms will offer the least favorable terms the law possibly allows, rightly assuming consumers do not read terms and disclosures and are uninformed, with the risks from

105. See Caleb S. Fuller, Is the Market for Digital Privacy a Failure?, 180 PUB. CHOICE 353, 354 (2019) (“The possibility of asymmetric information between consumers and producers offers a distinct, yet complementary, explanation for why digital firms rely so heavily on information collection. Information may be over-collected relative to the case of perfectly informed browsers.”).


107. In digital markets, consent is a bundle of many sticks — e.g., privacy, warranty disclaimer, intellectual property rights, and arbitration clauses.

108. See Katz, Game Theory, supra note 87, at 288–89; Badawi, supra note 87, at 998.

109. See infra Section II.C.2.
not reading being internalized by consumers. This dynamic can potentially cause significant welfare losses.

2. Decisional Ex Ante Burdens

A decision to consent comes from processing information and weighing potential benefits against potential costs of the market activity in question. Following the attainment of information (assuming one can attain relevant information), one needs to process it to make a decision, an activity that requires some amount of time and mental resources. The amount of resources required is contingent on the quantity, quality, and complexity of the information on the one hand and on one’s own personal preferences and circumstances on the other. Consenting as a form of decision-making seems like an archetypic representation of autonomy and free will, but studies have repeatedly and decidedly shown that people are not good at making rational decisions, i.e., choosing in line with their own best interests. Findings from behavioral decision-making research suggest that people often fail to choose optimally, either because they fail to predict which option will best benefit them or because they fail to base their choice on their prediction or because of a combination of both. These findings suggest that people need to invest more mental resources if they want to overcome the documented biases and failings of the mind instead of relying on heuristics and mental shortcuts that may disserve them. Consenting takes its toll and comes with a set of decisional burdens.

But unfortunately, these decisional consent burdens are not isolated or occasional. In a competitive market environment, the well-documented irrationality of people is exacerbated and in fact systematized

110. See Katz, Game Theory, supra note 87, at 288–89; Badawi, supra note 87, at 998; see also Florencia Marotta-Wurgler, What’s in a Standard Form Contract? An Empirical Analysis of Software License Agreements, 4 J. EMPIRICAL LEGAL STUD. 677, 703 (2007) (finding that most end-user license agreements had about five terms that were more pro-seller than the default rules contained in the Uniform Commercial Code ("UCC")); Albert Choi & George Triantis, The Effect of Bargaining Power on Contract Design, 98 VA. L. REV. 1665, 1670–73 (2012) (studying the impact of uneven bargaining power and information asymmetries on contractual nonprice terms).

111. See Badawi, supra note 87, at 998 (“This means that there are likely to be higher-quality contract terms that consumers would be willing to pay for, but reading costs stand in the way of parties striking these bargains.”).


113. Hsee & Hastie, supra note 112, at 31, 33.
and entrenched into the backbone of the economy. According to behavioral economics, consumer markets are often shaped by an interaction between market forces and consumer psychology, and primarily through two avenues: First, consumers’ decisions are impacted by their systematic misperceptions; and second, firms design their “products, contracts, and prices in response to these misperceptions.” Behavioral economics explains how market forces create a race to the bottom by requiring firms to react to consumer psychology. A firm that ignores consumers’ cognitive biases will lose the competition — for example, it will sell less or face greater costs than its competitors — meaning that over time, profitable firms in the market will be those that have adjusted their products, contracts, and prices to optimally respond to consumer psychology. Common adjustments include contract complexity and cost deferral, which contribute to the informational problems of complexity, quantity, and quality analyzed in the previous Section.

The market’s systematic abuse of consumer biases is not a new phenomenon, and it places an additional burden on consumers in a consent regime. Thus, consumers face not only an internal struggle about how to spend time and resources to make decisions and overcome their personal miscalculations but also an external struggle with firms about how much time and resources they will have to spend and what psychological barriers they will need to overcome. Under these circumstances, instead of a collaborative environment where producers try to meet the needs of consumers, firms become consumers’ adversaries. But while in “analog” consumer markets the exploitation of consumer biases could be quite easily separated from the products sold to consumers, that is no longer the case in digital markets. “If you are not paying for the product, you are the product” has become a common

114. bar-gill, supra note 106, at 6. for literature exploring the interaction between consumer psychology and market forces, see, for example, george a. akerlof & robert j. shiller, phishing for phools 1–11 (2015); michael s. barr, sendhil mullainathan & eldar shafir, behaviorally informed financial services regulation 2–3 (2008); ran spiegler, bounded rationality and industrial organization 1–8 (2011); oren bar-gill, consumer transactions, in the oxford handbook of behavioral economics and the law 465–71 (eyal zamir & doron teichman eds., 2014).

115. bar-gill, supra note 106, at 7–9.

116. bar-gill, supra note 106, at 7–8; see also ari ezra waldman, a statistical analysis of privacy policy design, 93 notre dame l. rev. online 159, 161 (2018) (reporting a survey where respondents were asked to choose among websites that would better protect their privacy, finding that “[m]any survey respondents seemed to make their privacy decisions based on design rather than substance”).

117. see bar-gill, supra note 106, at 16.

118. id. at 8.

119. see generally id. (discussing firms’ abuse of consumer biases in the cellular, credit card, and mortgage markets); lauren e. willis, against financial-literacy education, 94 iowa l. rev. 197 (2008) (same, in financial markets); shmuel i. becher & tal z. zarsky, seduction by disclosure: comments on seduction by contract, 9 jerusalem rev. legal stud. 72 (2014) (critically analyzing disclosure as a solution to consumer biases).
catchphrase of our time for this reason. The information economy leverages consumers’ biases and misperceptions to impact consumers’ attention, perceptions, and their willingness to share data and spend money — collectively, the product. This dynamic of persuasion and manipulation is well-documented: firms in digital markets use a host of “dark patterns” and other unscrupulous design ruses to skew and nudge decision-making in ways that benefit them. Thus, in digital markets, an already heavy decisional consent burden has risen to unprecedented levels.

When focusing specifically on questions of privacy, studies show that individuals do not make rational disclosure decisions online; cognitive biases derail their decision-making. For example, individuals disproportionately rely on the first available information — like what other people have disclosed — when they make their own disclosure decisions (“anchoring”). Another bias-creating effect is “framing.”


121. See generally Tim Wu, THE ATTENTION MERCHANTS: THE EPIC SCRAMBLE TO GET INSIDE OUR HEADS (2016) (exploring various ways by which firms attract and exploit consumer attention); James Williams, STAND OUT OF OUR LIGHT: FREEDOM AND RESISTANCE IN THE ATTENTION ECONOMY 48 (2018) (exploring the risks of the digital attention economy to autonomy and democracy, highlighting that consumers/citizens became the product: “If we accept this broader view of attention as something akin to the operation of the human will, . . . then it’s hard to avoid viewing the attention economy as a project that ultimately targets and shapes the foundations of our politics. It is not merely the user, but indeed the citizen, who is the product.”).

122. See, e.g., Arvind Narayanan, Arunesh Mathur, Marishi Chetty & Mihir Kahirsagar, Dark Patterns: Past, Present, and Future, 63 COMM’NS ACM 42, 46 (2020); Arunesh Mathur et al., Dark Patterns at Scale: Findings from a Crawl of 11K Shopping Websites, 3 PROC. ACM ON HUM.-COMPUT. INTERACTION 1, 2 (2019); Waldman, Cognitive Biases, supra note 93, at 107; Jamie Luguri & Lior Jacob Strahilevitz, Shining a Light on Dark Patterns, 13 J. LEGAL ANALYSIS 43, 43 (2021); Lauren E. Willis, Deception by Design, 34 HARV. J.L. & TECH. 115, 116–17 (2020).

123. See, e.g., Alessandro Acquisti & Jens Grossklags, What Can Behavioral Economics Teach Us About Privacy?, in DIGITAL PRIVACY: THEORY, TECHNOLOGIES AND PRACTICES 363, 370–73 (Alessandro Acquisti et al. eds., 2008); Alessandro Acquisti, Laura Brandimarte & George Loewenstein, Privacy and Human Behavior in the Age of Information, 347 SCIENCE 509, 512 (2015); Alessandro Acquisti, Privacy in Electronic Commerce and the Economics of Immediate Gratification, 2004 PROC. FIFTH ACM CONF. ON ELECT. COM. 21, 22; see also James A. Mourey & Ari Ezra Waldman, Past the Privacy Paradox: The Importance of Privacy Changes as a Function of Control and Complexity, 5 J. ASS’N CONSUMER RSCH. 162, 177–78 (2020) (providing evidence that one’s subjective importance of privacy varies as a function of who controls the management of privacy and the perceived difficulty of managing privacy).

124. See Waldman, Cognitive Biases, supra note 93, at 106; Daphne Chang, Erin L. Krupka, Eytan Adar & Alessandro Acquisti, Engineering Information Disclosure: Norm Shaping Designs, CHI ’16: PROC. 2016 CHI CONF. ON HUM. FACTORS COMPUTING SYS. 587 (finding that showing people a set of images biased toward more revealing figures significantly increased the probability that they divulge personal information and that they advise others to do the same).
When firms positively frame a privacy policy (or their product or service) as more protective of privacy, it makes consumers more inclined to disclose personal information.125 This explains Facebook’s strategic wording analyzed above.126 Firms also use negative framing to achieve a similar effect, for example telling consumers that “if [they] don’t allow cookies, website functionality will be diminished.”127 Individuals also have an irrational tendency to over appreciate immediate consequences of a decision and underappreciate its future consequences (“hyperbolic discounting”).128 Disclosure of personal information is often immediately rewarded with convenience, access, or social engagement, while the risks or harms of disclosure are delayed and inadequately discounted at the moment of disclosure.129 When the risks or harms materialize, it is already too late.130 Attempts to overcome some of these biases by simplifying privacy disclosures and settings were not found to help.131

As we discussed in the previous Section, even under a “rationalistic” paradigm there are significant informational deficiencies that challenge individuals’ rational privacy decision-making. Privacy decision-making involves inherent factual ambiguities: the nature of “privacy” is context-dependent and so are circumstances of disclosure;132 there is a lack of pertinent information and obscurity around data processing;133 there is an overload of distracting information;134 and privacy harms are often not self-evident or intuitive and can take time to

125. See Waldman, Cognitive Biases, supra note 93, at 106; Idris Adjerid, Alessandro Acquisti, Laura Brandimarte & George Loewenstein, Sleights of Privacy: Framing, Disclosures, and the Limits of Transparency, SOUPS ‘13: PROC. NINTH SYMP. ON USABLE PRIV. & SEC. 1, 2 (2013); Laura Brandimarte, Alessandro Acquisti & George Loewenstein, Misplaced Confidences: Privacy and the Control Paradox, 4 SOC. PSYCH. & PERSONALITY SCI. 340, 340 (2012).
126. See supra notes 74–82 and accompanying text.
127. Waldman, Cognitive Biases, supra note 93, at 106.
128. Id.
129. Id.
130. Id.
131. Alessandro Acquisti, Idris Adjerid & Laura Brandimarte, Gone in 15 Seconds: The Limits of Privacy Transparency and Control, 11 IEEE SEC. & PRIV. 72, 72 (2013) (footnote omitted) (“Researchers have long known about problems with confusing privacy settings or complex privacy controls and notices might fail to improve users’ decision-making.”).
133. See information quality discussion, supra Section II.C.1.
134. See information quantity discussion, supra Section II.C.1.
develop (a deferred cost of a sort).\textsuperscript{135} Furthermore, privacy harms may arise or worsen due to the continuous accumulation of information by firms.\textsuperscript{136} Estimating one’s potential harms from data aggregation over an undefined period of time is difficult, as is evaluating benefits versus costs in exposing an additional increment of personal data — particularly in the absence of information about current, continuing, or future derivative uses.

Of course, both cognitive challenges and informational deficiencies become an uphill battle when firms intend to mislead, using “dark patterns” that are designed to mislead consumers, a common practice nowadays.\textsuperscript{137} Under these circumstances it becomes difficult to weigh costs and benefits when making privacy decisions, yielding an unreasonably high decisional consent burden in digital markets.

\textit{D. Ex Post Burdens: The Burdens of Having Consented}

The second part of the consent burden materializes ex post, after a person is held to have consented to a market activity, and it encompasses the burdens that are associated with consent as a legal construct. An individual’s consent communicates an intention to transfer rights and obligations.\textsuperscript{138} Consent thereby renders permissible what was before impermissible, creating \textit{ex nihilo} obligations (assuming it is not outside of the boundaries of the law, e.g., under the unconscionability doctrine). When a person consents to the actions of another, they are held accountable for their consent and consequently their legal status changes. They now have an obligation they did not have before — to uphold that which they consented to — and this obligation constrains their rights and potential legal remedies. This constraint is part exogenous, emanating from the law — either contract law, tort law, or command-and-consent regulation — and part endogenous, arising from an internal mental commitment, with both parts contributing to the ex post consent burden.

1. Exogenous Ex Post Burdens

Metaphorically speaking, consent is a double-edged legal sword. Traditional law and economics theory holds consent to be the sword of

\begin{footnotesize}
\begin{enumerate}
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\item \textsuperscript{138} Elizabeth Edenberg & Meg Leta Jones, Analyzing the Legal Roots and Moral Core of Digital Consent, 21 NEW MEDIA & SOC’Y 1804, 1805 (2019); see also Elettra Bietti, Consent as a Free Pass: Platform Power and the Limits of the Informational Turn, 40 PACE L. REV. 310, 317 (2020).
\end{enumerate}
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the individual against all others: it treats consent as an embodiment of autonomy and freedom of choice that facilitates democratic and competitive processes, and a solution to bad conduct by firms — in essence, a consumer power. But the reality is that consent is often a sword used by firms against individuals. Relying on consent’s ex ante burdens (nobody reads or understands the fine print), firms have over the past several decades turned consent against many consumer rights. This conduct has effectively deleted those consumer rights with a mere “click of a button” as consumers accept depriving boilerplate terms, in what has been described as normative and democratic degradations. Contract law’s “duty to read” doctrine has contributed to that effect: it imposes on consumers (as any other contracting party) an obligation to read and understand contracts. Courts apply the doctrine to consumer contracts, effectively binding consumers to unread and often exploitative boilerplate terms.

Depriving boilerplate terms are one expression of the ex post consent burden. This Section explores more fully the ways in which firms have taken advantage of the ex post consent burden and highlights two important points: the consent burden is not just a contract law problem, and it is not contained only in transactional stages. First, this problem also exists in tort law (e.g., the four privacy torts, trespass of chattels, and conversion) and under command-and-consent regulation. Because consent is embedded in the regulation of markets in a multi-strategic way — namely, as a material component of contract law, tort law, and command-and-consent regulation — it potentially creates ex post burdens in all three areas of law.

Second, firms wield the consent sword not only in the market arena in transactional stages but also in court. Beyond offering the least favorable terms to consumers, as we explored in Section II.C, industry enforces and entrenches its power over consumers in court by arguing that consumers cannot complain because they have “consented.” This Section explores how firms’ strategic use of consent mechanisms leads to cost-shifting and liability-shifting from firms to individuals: in a

139. See, e.g., supra notes 5–10 and accompanying text.
140. See RADIN, supra note 15, at 8 (describing how firms create “alternative legal universes” by drafting depriving contractual clauses on mandatory arbitration, choice of law and forum, limitation of liability, warranty disclaimers, default billing processes, and waivers of intellectual property and privacy rights); id. at 15–17 (describing resulting normative and democratic degradations); see also Waldman, Privacy, Practice, and Performance, supra note 33, at 1256–57; Julie E. Cohen, Information Privacy Litigation as Bellwether for Institutional Change, 66 DEPAUL L. REV. 555, 557–61 (2017); Hoofnagle et al., Tethered Economy, supra note 26, at 795–96.
142. See supra note 138; Simkovic & Furth-Matzkin, supra note 84, at 239.
post-consent state, under the approach firms generally take it is the individual who bears the risk for many potential harms and damages, even though it is not the individual who created the risk in the first place.

In this regard, the content and boundaries of consent matter a lot. Consent to an “open-ended check” is markedly worse than narrow consent to limited conduct. The more dimensions to asked-for consent, the higher the stakes and the greater the resulting ex post consent burden.\textsuperscript{143} Moreover, consenting to certain terms, like mandatory arbitration clauses, can significantly alter the way markets work.\textsuperscript{144} Because courts are indispensable to facilitating and maintaining market competition and consumer rights, shifting disputes away from courts may lead to a decrease in the rule of law and less oversight over firms’ behavior.\textsuperscript{145}

\textit{a. The Multi-Strategic Nature of the Ex Post Consent Burden}

I first examine how the ex post consent burden manifests not only in contract law but also in tort law and command-and-consent regulation, using privacy in digital markets as a test case. As consent became a crucial component of how scholars, regulators, and judges conceptualize “privacy,” it was baked into the legal definition of the right to privacy across various contexts. Consequently, when plaintiffs suffer privacy injuries and go to court, they often need to show that they did not “consent” to the conduct of firms, regardless of whether their legal claims are contractual,\textsuperscript{146} are tort-based,\textsuperscript{147} or stem from specific federal or state regulation.

For example, in the well-known and early case \textit{In re JetBlue Airways Privacy Litigation},\textsuperscript{148} the class of plaintiffs argued that the airline
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had breached their privacy by disclosing the plaintiffs’ personal information to third parties without their consent, (i) on common law contractual grounds, alleging that JetBlue’s privacy policy constituted a “self-imposed contractual obligation” that JetBlue breached;149 (ii) on tort-law grounds, alleging that JetBlue’s conduct amounted to trespass of chattels;150 and (iii) on regulatory grounds, alleging that JetBlue’s conduct violated Section 2702 of the Electronic Communications Privacy Act of 1986151 by “divulging stored passenger communications without the passengers’ authorization or consent.”152

This is a repeating pattern: plaintiffs often need to show they have not “consented” under either one of these three areas of the law or all of them (contracts, torts, and specific regulation) in order to maintain a claim of privacy injury.153 Given the ex ante consent burdens we explored, this ex post requirement seems fantastic and completely detached from the reality of the market. Even when courts end up deciding that firms were in the wrong because they acted without consent,154 this ex post finding — and the courts’ focus on whether firms were acting with consent — gives credence and legitimacy to the assumption that consent is even capable of regulating the behavior of firms in digital markets. Additionally, because of the challenging ex ante burdens, including such phenomena as the no-reading problem,155 nothing is stopping firms from drafting their fine print and privacy policies in a careful enough manner to block any future claims (under a “consent” paradigm).156

149. Id. at 316–17.
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153. See infra notes 157–82; see also WALDMAN, supra note 82, at 59 (“Big tech companies like Microsoft, Apple, Facebook, Google, and Amazon have submitted hundreds of motions to dismiss and motions for summary judgment on privacy-related claims against them based, at least in part, on user consent . . . .”).
154. See, e.g., McCoy v. Alphabet, Inc., No. 20-cv-06527, 2021 WL 405816 (N.D. Cal. Feb. 2, 2021). There, plaintiffs sued Google for collecting their personal data from non-Google apps on Android smartphones to gain a (non-)competitive edge in the market against its rivals. Id. at *1. Google asserted “an overarching argument that the Complaint should be dismissed in its entirety because Defendant disclosed its data collection practices in its Privacy Policy, and Plaintiff consented to that policy.” Id. at *4. Judge van Keulen rejected this argument, holding that Facebook’s privacy policy was “susceptible to more than one interpretation” and therefore consent was not established. Id. at *6 (quoting In re Facebook, Inc. Consumer Privacy User Profile Litig., 402 F. Supp. 3d 767, 789 (N.D. Cal. 2019)).
155. See supra notes 84–87 and accompanying text.
156. See, e.g., Hammerling v. Google LLC, 615 F. Supp. 3d 1069, 1095 (N.D. Cal. 2022). On facts almost identical to those in the McCoy case, supra note 154, Judge Breyer dismissed plaintiff’s breach of contract claims, holding that “[a]lthough the Court agrees with McCoy that Google plausibly lacked consent, the Court respectfully disagrees that this means Google plausibly breached a contract. The question is whether Google breached anything that it promised, not whether Google did anything it did not promise. . . . Plaintiffs argue that Google ‘expressly promised to disclose all the data it collected and for what purposes.’ . . . However, the Privacy Policy states only that ‘the activity information [Google] collect[s] may include
b. How the Consent Sword Is Wielded by Firms in Court

Second, I examine how firms have used consent in court to undermine consumer claims. In the information economy, as Waldman notes, “wherever consent is operable[,] . . . it is both a weapon of data extraction and a shield against accountability.” Under the data industry paradigm, consumer consent to the entirety of tech platforms’ data practices is involuntarily assumed when using any portion of their services, shifting the responsibility for adverse results to consumers themselves. In other words, consumers go to court claiming they have not consented to firms’ conduct, and firms’ respond by claiming the exact opposite, that consumers’ “consent” is precisely what legitimizes firms’ conduct.

Let us see how the consent sword is being wielded by Facebook. In 2019, as Facebook attempted to dismiss a lawsuit for its part in the Cambridge Analytica scandal and its unlawful sharing of user data, the company’s attorney boldly argued before Judge Chhabria that “[t]here is no privacy interest” in the information users share over Facebook and that “Facebook does not consider . . . [the sharing of personal information with third parties] to be actionable.” Why? Because users consented to Facebook’s terms and conditions and “this [was] not[,] . . . forced or coerced sharing. This [was] sharing with the consent and knowledge of users.” Arguing that the court should accept that Facebook’s users consented to “layered disclosures, in combination” that took an experienced judge “hundreds of hours” to read and understand, the attorney quipped that the law does not “treat Facebook users as imbeciles.” And brazenly recharacterizing Facebook’s lengthy and “layered” privacy policy as short and simply privacy-negating, the attorney said, “[m]y point, though, is that having been told ‘There is no expectation of privacy,’ you can’t cry foul.”

[a]ctivity on third-party sites and apps that use [Google’s] services,” and thus the fact that Google collected further information did not violate the policy. Id. at 1258.
157. Waldman, Privacy, Practice, and Performance, supra note 33, at 1257.
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162. Id. at 51.
163. Id. at 30.
164. Id. at 36.
165. Id. at 34–35.
166. Id. at 34.
This is not an isolated example. In *Campbell v. Facebook*, Facebook was sued for scanning and collecting data from users’ private messages on the platform, but it argued that users lacked standing to sue because they had “consented.” In *Smith v. Facebook*, the company was sued for tracking its users everywhere they went on the Internet — in particular, when they visited healthcare websites — and for collecting sensitive personal data that it could sell to advertisers or use in targeted advertising. Facebook argued extensively that because users “consented,” they were barred from suing and Facebook was allowed to track them anywhere they go on the Internet. In *Patel v. Facebook*, Facebook was sued for its collection and use of facial biometric information. The company argued that plaintiffs were not harmed and therefore lacked standing to sue because they “knew exactly what data Facebook was collecting, for what purpose, and how to opt out of Tag Suggestions.” The refuge Facebook took in user “consent” to its data policy was so profound that it overcame (in Facebook’s mind) the fact that it did not comply with specific requirements under the Illinois Biometric Information Privacy Act.

In the recently settled *In re Facebook, Inc. Internet Tracking Litigation*, Facebook yet again used “consent” to legitimize its conduct. In a ten-year-long case in which Facebook was sued for its covert, omnipresent surveillance of users, intercepting their Internet communications and activity after they were logged out of their accounts, Facebook argued that it had “consent” under federal and California wiretapping laws because “Facebook only received a copy of the referer
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[sic] URL because [users’] browsers sent it to Facebook.”178 Facebook went further, noting that “Plaintiffs’ assertion that they were unaware that their computers were sending referrer URLs to Facebook is irrelevant.”179

The common theme of Facebook’s court arguments is the following: you do not have privacy because we said (somewhere in our fine print) that you do not have privacy, and by saying it we made it happen, because you will consent (and have consented) to anything we say. That is quite an unabashed position given Facebook’s proffered information and representations about its privacy-preserving features, which we reviewed above.180 It demonstrates how consent is being wielded not for but against consumers, and why consent can be problematic not only as a decision-making means because it creates ex ante burdens but also because it creates ex post legal burdens. While the ex post consent sword may or may not be successful in terms of the end decision of the court,181 many cases end up in settlement without reaching a final judgment.182 Either way, this line of attack poses a challenge for consumers, resulting in potential (if successful) and guaranteed (in litigation) cost and liability-shifting from firms to consumers and thwarting consumers’ ability to assert their rights in court.

2. Endogenous Ex Post Burdens

There is another quite troubling ex post effect of a consent regime. Empirical scholarship of recent years demonstrates that consent processes create an inhibiting psychological effect: people who have consented to unlawful terms in the fine print — without reading them beforehand and despite being given false representations prior to transacting — believe that they cannot exercise or litigate their lawful rights
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182. According to Westlaw Litigation Analytics, which provides statistics covering the past five years (2018–2023), almost fifty percent of Data Privacy cases filed in federal courts get dismissed (“uncontested dismissal”), and about thirty percent of cases are settled. Seven percent of cases reach a dispositive motion, fewer than one percent reach a verdict, fifteen percent of cases are “docketed elsewhere,” and six percent of cases fall under “other.” Westlaw Precision, Data Privacy, THOMSON REUTERS, https://1.next.westlaw.com/AnalyticsProfiler/docGUID=Intellectual%20Property%20%26%20Technology%20%7C%3E%7C%20Data%20Privacy&contentType=casetype&view=partyOutcomeReport&dataOrchGUID=a3a20f85e644e3e787d2e15726ab268&transitionType=LegalLitigation&contextData= (sc.Default)/casetype/Intellectual%20Property%20%26%20Technology%20%7C%3E%7C%20Data%20Privacy/partyOutcomeReport [https://perma.cc/5NGZ-XU94].
and that they are bound by their consent to the fine print nonetheless. These findings reveal that consent to the fine print psychologically discourages consumers from complaining, taking legal action, or publicizing what had happened (to reputationally harm unscrupulous firms) — and the fact that a firm used deceptive tactics prior to obtaining consumers’ consent has little effect on consumers’ beliefs about the obligatory strength of their consent. Moreover, informing consumers about consumer protection laws does not completely offset this psychological effect. This internal mental commitment to uphold consent — even when it is unfounded, empty, or patently unlawful — is added on top of the already challenging exogenous ex post burdens that are built into the legal system.

III. HOW IS THE CONSENT BURDEN AFFECTED BY REGULATION?

Building on the new conceptualization of consent’s shortcomings as burdens, this Part adopts a wider lens, investigating the effect regulation has on the consent burden. The analysis finds that there is mostly an inverse relationship between the consent burden and the level of regulation in a market, with the consent burden being higher in markets with a lower level of regulation. But surprisingly, the analysis also finds that there is an exception to this rule: what this Article calls command-
and-consent regulation. Unlike substantive regulation, command-and-consent regulation does not reduce the consent burden; it may even increase it. Adopting command-and-consent regulation may lead to the following dynamic: while at first glance it looks like the regulator has intervened to help consumers, the intervention leaves firms with a similar amount of power compared to no intervention at all (i.e., only market-based control).\(^{186}\) Appreciating the rule (inverse relationship) and its exception (command-and-consent), the consent burden can be used as a single but comprehensive metric for analyzing the allocation of rights and power in consumer markets and how much a regulator has really intervened in the market. When the consent burden is high, firms are likely too powerful and the regulator has likely intervened too little, or ineffectively. In some cases, the intervention might even have the opposite effect of entrenching the harmful behavior instead of preventing it.

**A. An Inverse Relationship Between the Consent Burden and Regulation**

Under more classic models of regulation, the regulator controls firm behavior by imposing prohibitions and proscriptions, i.e., direct (command-and-control) regulation, shifting liability rules, or curbing harmful behavior through economic instruments that provide incentives for the desired behavior.\(^{187}\) The more a regulatory regime does so the higher the level of regulation in the market. The means can be varied, but importantly, the result of this kind of regulation is that certain potentially or previously permitted behavior is barred or significantly disincentivized. As the scope of possible firm behavior shrinks, the scope of firm conduct to which consumers may consent shrinks as well. What regulation does not cover is left to individual consent (under market conditions), and what regulation covers is not. In other words, what regulation does not cover is a vacant space for firms to fill with extra-regulatory power.\(^{188}\) Importantly, as discussed in Part II, the more dimensions to asked-for consent (the fewer dimensions covered by regulation) like price, quality, long-term effects (e.g., long-term privacy ramifications or vendor lock-in), and the more attached legal obligations and waivers, the bigger the scope of the consent burden. A high level of regulation eases the burden by eliminating or limiting some of these potential dimensions.


\(^{187}\) See supra notes 43–46 and accompanying text.

\(^{188}\) See, e.g., Hoofnagle et al., *Tethered Economy*, supra note 26, at 796 (“While some courts have started to push back[,] . . . the trend in recent decades is to allow firms to create private legislation through license terms and other documents.”).
Thus, there is an inverse relationship: increased regulation reduces the need of an individual market participant to obtain and process information before making an informed rational decision, which yields a lower ex ante informational burden. The reason is that the more a market is regulated, the more dimensions of the transaction are pre-determined by regulation, which in effect eases or removes the individual’s need to know. The opposite is also true: the less a market is regulated, the more room there is for firms’ unrestricted offerings and related potential individual choice. This increases the individual’s need to know and be informed in more areas and thus yields a higher ex ante informational burden. As the ex ante informational burden increases (or decreases), so does the ex ante decisional burden.

An example of this inverse relationship is the following scenario. A person needs medical assistance and goes to the doctor. The doctor checks the patient’s symptoms, evaluates their condition, and based on their professional knowledge suggests taking a certain prescription drug. The market for pharmaceuticals is highly regulated. The patient does not need to survey drugs on their own; the doctor, a gatekeeper for the consumption of prescription drugs, does that for them. Further, the specific drug that the doctor then prescribes has already been vetted and approved by the U.S. Food & Drug Administration (“FDA”) based on extensive medical trials. While the patient still needs to evaluate the drug’s potential benefits and risks before consenting to take the drug, there is a significant amount of professional information that is not part of the patient’s decision-making process, as it was already processed for the patient by the FDA and the doctor. Therefore, the patient needs to acquire far less information than they would have but for the regulation. In other words, regulation lowers the patient’s consent burden.189

Let us zoom in on FDA authority. The FDA is the market’s gatekeeper — it regulates drugs’ safety, effectiveness, and quality — and it thereby materially reduces a patient’s consent burden. It is helpful to recognize that the FDA did not always exist. At the turn of the twentieth century, no federal regulation protected the public from dangerous drugs or limited anyone from selling anything as a drug: “It was a menacing marketplace filled with products such as William Radam’s Microbe Killer and Benjamin Bye’s Soothing Balmy Oils to cure cancer . . . . Products like these were, at minimum, useless remedies that picked the pocket of the user, but they could also be downright
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189. I am not suggesting that the patient’s consent burden is low in absolute terms. Some medications, for example, involve considerable risks and consenting to taking them could be a difficult choice. But the patient’s consent burden is lower relative to the alternative decision-making process sans regulation.
harmful.” The first federal drug law was passed in 1906, but it lacked crucial features. Following a defeat for government enforcement in the Supreme Court in 1911, the law was changed in 1912. But the revised law was still materially lacking, and the government would lose again trying to enforce the law against dangerous and fraudulent sale of drugs.

It was not until 1938 that revised legislation was passed, following the death of 107 people from a poisonous ingredient in Elixir Sulfanilamide, a chemical similar to antifreeze now used in cars. Only then did Congress introduce the requirement that manufacturers demonstrate a drug’s safety before it could be marketed. And it was not until 1962, following the thalidomide crisis in Europe, that manufacturers were required to prove not only safety but also efficacy and to do so using well-controlled studies — a “revolutionary requirement” at the time. This is recent history, and the lesson still applies today. Individuals cannot be expected to figure out on their own which drugs are safe, effective, and relevant to their condition. Relying solely on “consent” mechanisms would achieve little in regulating firm behavior and incentivizing the production of good drugs. Absent FDA regulation, the consent burden on each patient would be unreasonably high, essentially impeding any rational fact-based decision-making.

There are many other examples of the inverse relationship in different markets, where a higher level of regulatory intervention reduces the consent burden. These include regulating ground and air traffic, automobile safety (e.g., seatbelts and air bags), food safety, workplace
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200. Id.; see also id. (‘‘In the years before 1962, Senator Estes Kefauver had held hearings on drug costs, the sorry state of science supporting drug effectiveness, and the fantastic claims made in labeling and advertising,’ Temple says. ‘Well-known clinical pharmacologists explained the difference between well-controlled studies and the typical drug study. With the FD&C Act in play’ because of thalidomide, Congress had the opportunity to make major changes.’’).
conditions, and the prohibition on insider trading in financial markets, to name just a few.\footnote{Modern public economics and the relative growth of regulation across markets are to a great extent based on the public interest theory of regulation. Also called the “helping hand” theory, this theory supposes first that unrestricted markets often fail due to monopoly power or negative externalities and second that governments can correct these market failures through top-down social planning. \cite{Shleifer} note 41, at 439–42. \textit{See generally} ARTHUR C. PIGOU, \textit{THE ECONOMICS OF WELFARE} (1920) (developing the public interest theory of regulation, and arguing that negative externalities could be corrected by imposing a tax (“Pigouvian tax”)).} As economist Andrei Shleifer puts it:

\begin{quote}
[T]oday we live in a . . . more regulated society, and . . . as consumers we are generally happy with most of the regulations that protect us. We are happier knowing that trains and airplanes are safe than savouring the thought of a fortune which our loved ones would collect in a trial should we die in a fiery crash . . . . \cite{Shleifer} Investors prefer a level-playing-regulated field to the prospect of loss recovery through litigation . . . . [Our theory should] recognize[] the benefits of public involvement in at least some activities . . . .\footnote{Shleifer, \textit{supra} note 41, at 441–42 (citations omitted).}
\end{quote}

For the ex post consent burden, the inverse relationship means that the higher the level of regulation, the less the individual can be asked to consent to and thus the scope of consenting to harmful conduct decreases. In our medical example, the fact that the patient consented to use the drug does not absolve the doctor’s liability if they prescribed the wrong drug for the patient’s condition, nor does it absolve the drug manufacturer’s liability if the drug was lacking or harmful in some respect.

The inverse relationship also suggests an opposite scenario, where the consent burden is increased due to a lower level of regulatory intervention. One example is markets for social media and online search, which involve the dual problems of privacy and content moderation. We have explored how privacy and rights in personal information are not substantively regulated in digital markets but rather “contracted for” under terms unfavorable to consumers using presumed “consent” arrangements.\footnote{\textit{See supra} Part II.} The practical effect is that swaths of information flow from individuals to firms, for firms’ mostly unhindered use and manipulation. In social media and search markets, this informational lawlessness is complemented and intensified by Section 230 of the Communications Decency Act,\footnote{47 U.S.C. § 230.} which absolves firms of liability for
their main use of such information: pushing (others’) content and serving (others’) ads. Since the consent burden in these markets is insurmountable, as Part II reveals, “consensual” arrangements fail to provide significant control over firms. This lacking regulatory environment invites harms and costs to individuals and society, and indeed such harms and costs have been increasingly documented in recent years.

B. An Exception to the Rule: Command-and-Consent Regulation

While a high level of regulation is typically the cure for an excessive consent burden, not all regulations equally produce oversight over firms’ behavior and reduce the consent burden. There are regulations that produce a high consent burden or that fail to lower it. These generally belong to the command-and-consent type of regulation.

An example of this scenario is the regulatory regime established by Europe’s General Data Protection Regulation (“GDPR”). While consent was already an important part of GDPR’s predecessor (the 1995 EU Directive), the GDPR, adopted in 2016 and made effective in 2018, doubled down on consent, reinforcing and adding to the requirements for valid consent. Under the GDPR, firms are required to show they have a legal basis for any data collection and processing they perform, and the language of the regulation suggests that consent is the

---


207. As the GDPR is quite complex, in terms of both law “on the books” and enforcement “on the ground,” I limit my analysis of the GDPR to how it increases the consent burden.


209. To crudely quantify some of this effect, the Directive uses the term “consent” twelve times, Directive, supra note 208, while the GDPR uses the term seventy-two times, GDPR, supra note 17. For the GDPR’s increased focus on consent, see, for example, Woodrow Hartzog & Neil Richards, There’s a Lot To Like About the Senate Privacy Bill, if It’s Not Watered Down, HILL (Dec. 6, 2019, 11:00 AM), https://thehill.com/opinion/technology/472892-there’s-a-lot-to-like-about-the-senate-privacy-bill-if-it’s-not-watered [https://perma.cc/BHV4-XRRG] (“Unfortunately, though, COPRA also takes on many of the same shortcomings of existing data protection frameworks such as the GDPR that over-leverage concepts of consent, notice and choice.”); Meera Narendra, #PrivSecNY: Tim Wu on GDPR and Data Privacy Practices in the US, PRIVSEC REP. (Nov. 18, 2019), https://web.archive.org/web/20210120064915/https://gdpr.report/news/2019/11/18/privsecre-tim-wu-on-gdpr-and-data-privacy-practices-in-the-us (“I don’t think that GDPR is the right model for the United States. I think it’s overly consent-driven and doesn’t change enough.”); Hartzog & Richards, Constitutional Moment, supra note 50, at 1719, 1727–28 (2020); Ari Ezra Waldman, Privacy Law’s False Promise, 97 WASH. U. L. REV. 773, 795 (2020).

210. See GDPR, supra note 17, art. 4(11) (defining consent), art. 7 (describing the conditions necessary for consent to be valid). For the right to withdraw consent, see id. art. 7(3).
The Consent Burden

In order for processing to be lawful, personal data should be processed on the basis of the consent of the data subject concerned or some other legitimate basis, laid down by law..."211 And out of the five other legal bases in GDPR’s closed list, one other is also consent based: the presence of a contract with, or the request of, the data subject.212

Further, and increasingly raising the consent burden on data subjects, the GDPR requires that consent to data processing “be given by a clear affirmative act establishing a freely given, specific, informed and unambiguous indication of the data subject’s agreement... . Silence, pre-ticked boxes or inactivity should not therefore constitute consent... . When the processing has multiple purposes, consent should be given for all of them.”213 Much ink was spilled on the GDPR’s creation of an overwhelming wave of consent requests and pop-ups, resulting in user fatigue and desensitization to privacy concerns.214 In response to the fortification of consent under the GDPR, some scholars have even suggested that “[t]he GDPR requires high-quality consent, on par with important life decisions, such as consent to

211. See id. recital 40 (emphasis added), art. 6(1)(a).
212. See id. art. 6(1)(b) (“[P]rocessing is necessary for the performance of a contract to which the data subject is party or in order to take steps at the request of the data subject prior to entering into a contract.”); id. recital 44 (“Processing should be lawful where it is necessary in the context of a contract or the intention to enter into a contract.”). But see Press Release, European Data Protection Board, Facebook and Instagram Decisions: “Important Impact on Use of Personal Data for Behavioural Advertising” (Jan. 12, 2023), https://edpb.europa.eu/news/news/2023/facebook-and-instagram-decisions-important-impact-use-personal-data-behavioural_en [https://perma.cc/7TEZ-7FAL]. The European Data Protection Board (“EDPB”) describes its recent binding dispute resolution decisions and subsequent decisions by the Irish Data Protection Authority adopting such EDPB decisions finding that Facebook’s and Instagram’s processing of personal information for behavioral advertising in reliance on Article 6(1)(b) was done unlawfully. Id. The decisions hold that instead of using the legal basis of necessity for the performance of a contract with a data subject, Meta should have used specific consent. Id. Meta was fined €210 million in the Facebook decision and €180 million in the Instagram decision. Id.
214. See, e.g., Kate Fazzini, Europe’s Sweeping Privacy Rule Was Supposed To Change the Internet, but So Far It’s Mostly Created Frustration for Users, Companies, and Regulators, CNBC (May 5, 2019, 6:00 AM), https://www.cnbc.com/2019/05/04/gdpr-has-frustrated-users-and-regulators.html [https://perma.cc/D5A5-8NGB] (“Among some consumers, GDPR is perhaps best known as a bothersome series of rapid-fire, pop-up privacy notices.”); Jack Schofield, What Should I Do About All the GDPR Pop-Ups on Websites?, GUARDIAN (July 5, 2018, 11:01 AM) https://www.theguardian.com/technology/askjack/2018/jul/05/whats-should-i-do-about-all-the-gdpr-pop-ups-on-websites [https://perma.cc/5BED-XGPU] (“Because of GDPR, it feels as though my internet access — my access to information — is now more restricted. I am constantly being interrupted by pop-ups that want me to agree to the website’s privacy policy, use of my data and so on, in order to ‘personalise my experience’. [Sic] After recent revelations about unauthorised use of personal data, I’m wary of agreeing without checking what their proposals are, but I often just close the page because there are too many options and it’s too much of a bother.”).
medical treatment.”215 But requiring such high-quality consent for every website, software, or application used daily amounts to an extremely high consent burden. And this excessive consent burden applies under the GDPR for “regular” personal data, as well as for particularly sensitive personal data (such as about race or ethnic origin)216 and data used for automated processing and profiling.217

In apparent self-awareness, the GDPR requires that the request for consent be “clear, concise and not unnecessarily disruptive to the use of the service for which it is provided.”218 These requirements attest to the severity of the consent burden, but they do not lift or diminish it, for it is not the clarity of the request for consent that alone creates the consent burden.219 There is also a measure of self-contradiction in requiring granular consent to a highly complex issue and in parallel requiring that the request for consent be simple and not disruptive. As we explored in Part II, the consent burden results from the combination of ex ante (informational and decisional) and ex post (exogenous and endogenous) burdens. I posit that the way the market is currently structured, the consent burden cannot be ameliorated without changes to regulation itself, and these changes must react to the real inability of people to make voluntary and fact-based decisions in this space. Regulation that is based on consent is doomed to fail while allowing the existing harms of digital markets such as online search and social media to continue.220

Some scholars have suggested that it is a myth that the GDPR is solely focused on consent and that in any event, consent under the GDPR is more robust than its American counterpart.221 This argument can be understood in a couple of ways. First, it can be understood as

216. See GDPR, supra note 17, recital 51, art. 9.
217. See id. at recital 71, art. 22.
218. Id. recital 32; see also id. recitals 39, 42, 58, 60, arts. 7(2), 12(1), 12(7).
219. Furthermore, empirical studies show that the GDPR did not improve and might even have decreased the readability of privacy policies. See, e.g., Shmuel I. Becher & Uri Benoliel, Law in Books and Law in Action: The Readability of Privacy Policies and the GDPR, in 9 CONSUMER LAW AND ECONOMICS, ECONOMIC ANALYSIS OF LAW IN EUROPEAN LEGAL SCHOLARSHIP 197 (Klaus Mathis & Avishalom Tor eds., 2021) (finding that the improvement in the readability score of privacy policies since the GDPR came into effect has been “rather scant and slow”); Gregor Dorflteiner, Lars Hornuf & Julia Kreppeiner, Promise not Fulfilled: FinTech, Data Privacy, and the GDPR, in 9359 CESIFO WORKING PAPERS 1, 3 (Clemens Fuest ed., 2021), https://www.cesifo.org/DocDL/cesifo1_wp9359.pdf [https://perma.cc/4DZW-DZWX] (finding that the readability scores of privacy policies have decreased since the passage of the GDPR).
220. See also Richards & Hartzog, Pathologies, supra note 22, at 1473 (“[H]ard-coding consent through legal or technical code is fraught at best. It also probably makes things worse because it offers an illusion of control that dulls impetus for meaningful change while entrenching the pathologies of the concept into the very design of information technologies.”).  
saying that among the legal bases under which firms may process data, consent is just one (and not the most common one). Second, it can be understood as saying that the role of consent is limited to providing a legal basis, but the GDPR includes much more than requiring firms to have a legal basis for data processing.

As for the first point, while rigorous empirical examination is still wanting in this space, it is fair to assume that consent remains the leading legal basis for processing, together with but likely more so than the legitimate interest alternative in Article 6(f) of the GDPR.222 Notably, the legitimate interest legal basis is not “consent-free,” as it includes a right to object that is akin to an opt-out consent mechanism.223 But the number of consent pop-ups,224 the fact that legitimate interest is legally complicated and involves a three-part balancing test,225 and the partial application of the EU ePrivacy Directive226 make it reasonable to as-

222. Id. (“Most businesses subject to the GDPR process personal data either under the individual consent ground or the legitimate interest ground.”).

223. See GDPR, supra note 17, art. 21; EUR. DATA PROT. BD., GUIDELINES 8/2020 ON THE TARGETING OF SOCIAL MEDIA USERS 18 (2021), https://edpb.europa.eu/system/files/2021-04/edpb_guidelines_082020_on_the_targeting_of_social_media_users_en.pdf [https://perma.cc/GJA2-Q9MN] (“The EDPB recalls that in cases where a controller envisages to rely on legitimate interest, the duties of transparency and the right to object require careful consideration. Data subjects should be given the opportunity to object to the processing of their data for targeted purposes before the processing is initiated.”).

224. See supra note 214 and accompanying text.

225. See, e.g., Case C-40/17, Fashion ID GmbH & Co. KG v. Verbraucherzentrale NRW eV, ECLI:EU:C:2019:629, ¶ 95 (July 29, 2019); see also EDPB GUIDELINES 8/2020, supra note 223, at 17 (“[I]n Fashion ID, the [Court of Justice of the European Union] reiterated that in order for a processing to rely on the legitimate interest, three cumulative conditions should be met, namely (i) the pursuit of a legitimate interest by the data controller or by the third party or parties to whom the data are disclosed, (ii) the need to process personal data for the purposes of the legitimate interests pursued, and (iii) the condition that the fundamental rights and freedoms of the data subject whose data require protection do not take precedence . . . . Even if the targeter [sic] and the social media provider consider their economic interests to be legitimate, it does not necessarily mean that they will be able to actually rely on Article 6(1)(f) GDPR.”); Article 29 Data Prot. Working Party, Opinion 06/2014 on the Notion of Legitimate Interests of the Data Controller Under Article 7 of Directive 95/46/EC, 844/14/EN, at 3 (Apr. 9, 2014) https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2014/wp217_en.pdf [https://perma.cc/AW6H-5SLB] (emphasizing that “[l]egitimate interest should not be treated as ‘a last resort’ for rare or unexpected situations,” nor should it be “automatically chosen” or “unduly extended” due to a perception that it is less constraining than other grounds).

226. See, e.g., Konrad Kollnig et al., Before and After GDPR: Tracking in Mobile Apps, 10 INTERNET POL’Y REV. 1, 4 (2021) (“[T]he 2009 ePrivacy Directive . . . covers the privacy of electronic communications and includes rules on the use of cookies and related tracking technologies. Under Article 5(3) of the ePrivacy Directive, third-party tracking typically requires consent as it involves accessing or storing data that is not strictly necessary for delivering the app or service’s functionality on a user’s device . . . . [E]ven if it might otherwise be lawful to process data in third-party tracking under the GDPR without consent (e.g. using an alternative lawful basis like legitimate interests), the ePrivacy Directive would still require consent.”).
sume that consent is the main legitimation vehicle for firms’ data practices (to the extent firms are not non-compliant\textsuperscript{227}). GDPR enforcement actions by national EU Data Protection Authorities (“DPAs”)\textsuperscript{228} also suggest that consent as a legal basis is heavily relied on by firms (and specifically industry leaders like Facebook, Google, and Amazon) and that problems with consent result in the highest of fines.\textsuperscript{229}


\textsuperscript{228} The EU has not yet established a database for GDPR enforcement decisions made by national DPAs. The following analysis is based on the online dataset maintained by CMA, an international law firm that collects and archives public GDPR enforcement cases from across the EU. GDPR Enforcement Tracker, CMS, https://enforcementtracker.com [https://perma.cc/78X5-DU72] [hereinafter CMS Database].

\textsuperscript{229} As of March 25, 2022, the CMS Database included a total of 1,105 entries of enforcement decisions from across the EU. Id. Based on a textual search in the CMS Database, 394 decisions found insufficient legal basis for data processing, 163 decisions discussed “consent,” and only 19 decisions discussed “legitimate interest.” Id. In addition, the CMS GDPR Enforcement Tracker Report, which analyzed enforcement trends up to early 2021, shows that the top ten fines are mostly attributed to insufficient legal basis for processing and lack of consent. CMS, GDPR ENFORCEMENT TRACKER REPORT (2d ed. 2021), https://web.archive.org/web/20230121103430/https://cms.law/en/deu/publication/gdpr-enforcement-tracker-report/numbers-and-figures. Seven out of the top ten fines are attributed to insufficient legal basis for processing, with five decisions directly finding lack of valid consent and the other two decisions discussing surveillance of employees in the workplace. Id.

Analyzing the updated CMS Database as of March 25, 2022, the top ten fines include eight decisions that find lacking consent and transparency, six of them new compared to the 2021 report. Id. (1) The Luxembourg National Commission for Data Protection (“CNPD”) fined Amazon Europe Core S.a.r.l. €746,000,000 on July 16, 2021, see CMS Database, supra note 228; (2) The French Data Protection Authority (“CNIL”) fined Google LLC €90,000,000 on December 31, 2021, see CMS Database, supra note 228; (3) The CNIL fined Facebook Ireland Ltd. €60,000,000 on December 31, 2021, see CMS Database, supra note 228; (4) The CNIL fined Google Ireland Ltd. €60,000,000 on December 31, 2021, see CMS Database, supra note 228; (5) The CNIL fined Google LLC €50,000,000 on January 21, 2019, see CMS Database, supra note 228; (6) The Italian Data Protection Authority (“Garante”) fined TIM (a telecommunications operator) €27,900,000 on January 15, 2020, see CMS Database, supra note 228; (7) The Italian Data Protection Authority (“Garante”) fined Enel Energia S.p.A €26,500,000 on December 16, 2021, see CMS Database, supra note 228;
To the second point (that the GDPR does more than require firms to have a legal basis for data processing), there are indeed additional mechanisms that the GDPR employs. For our purposes, I suggest roughly dividing these mechanisms into two categories: individual control rights and other compliance mechanisms. Regarding individual control rights, which are central to the GDPR, I suggest understanding them as being part of a broader consent regime — not in the strict sense of how the GDPR defines “consent,” but in the more general sense of how consent operates as a control mechanism in markets. For example, the right to access information about oneself supports the basic consent underlying the entire transaction; more information about the firm’s conduct is meant to support continued informed consent or to inform consent withdrawal. Other examples are the rights to ask to erase or rectify information about oneself which, when used, are equivalent to saying, “I do not consent to what is being done with my information.” Hence, these control rights, potentially and effectively (to the extent they are used) facilitate the “consent” of the individual to the firm’s offering and conduct. Beyond that, the burdens involved in the fairly passive act of consenting are no less if not more challenging in the relatively active acts of exercising such control rights. Ultimately, for these reasons, we should examine individual control rights

https://etid.link/ETid-1005; see also Jukka Ruohonen & Kalle Hjerppe, The GDPR Enforcement Fines at Glance, 106 INFO. SYS., May 2022, at 6 (finding for the period until September 24, 2020 that “Articles [5] and [6] of the GDPR] have been the most frequently referenced ones in the enforcement decisions . . . . This observation is not surprising; these two articles are perhaps the most fundamental ones among the ninety-nine articles laid down in the GDPR. Article [5] specifies the accountability criterion and the mandate to be able to demonstrate compliance . . . . Article [6] . . . specifies the six conditions under which the lawfulness of processing personal data can be established . . . . Thus, it is no real wonder that as many as 67% of the enforcement decisions have referenced either [5], [6], or both of these.”).

230. See GDPR, supra note 17, ch. III.
231. See, e.g., id. recital 7 (declaring that one of the GDPR’s key purposes is to ensure that “[n]atural persons should have control of their own personal data”); Woodrow Hartzog, The Case Against Idealising Control, 4 EUR. DATA PROT. L. REV. 423, 424–25 (2018) (finding privacy-as-control rights to be a dominant common thread among the tech industry, scholars, professional organizations, privacy advocates, lawmakers, regulators, and judges, with the GDPR, the ePrivacy Directive, and the CCPA being prime examples).
232. See supra Part II.
233. See GDPR, supra note 17, art. 15.
234. See id. arts. 16–17.
235. See Daniel J. Solove, The Limitations of Privacy Rights, 8 NOTRE DAME L. REV. (forthcoming 2023) (manuscript at 5, 10–17) (on file with author) [hereinafter Solove, Limitations of Privacy Rights] (explaining why personal rights provided in privacy regulations systematically fail); Ari Ezra Waldman, Privacy’s Rights Trap, 117 NW. U. L. REV. ONLINE 88, 93–105 (2022) [hereinafter Waldman, Privacy’s Rights Trap] (criticizing the argument that privacy rights are an effective means of regulating the data-extractive economy). For similar though not identical individual control rights, see California Consumer Privacy Act of 2018, CAL. CIV. CODE §§ 1798.105, 1798.106, 1798.110, 1798.115, 1798.120, 1798.121, 1798.130, 1798.135 (a right to request information about what is being collected about consumers and whether any such information is being sold or disclosed to third parties; a right to
under the consent burden framework. As with consent regimes, individual control rights shift most burdens to consumers, thus contributing to the high consent burden in digital markets, and they are likely to fail for the same reasons explicit consent fails.

Regarding the category of other compliance mechanisms (not explicit consent or individual control rights), the GDPR does impose certain extra-consensual obligations on firms, like security, data protection by design and by default, and impact assessment requirements, which have the potential to reduce the consent burden by substantively limiting firm conduct without resorting to consent or control mechanisms. However, thus far it seems that these parts of the GDPR have not substantially altered market dynamics or reduced the consent burden, and not everyone is optimistic that they can. Since 2018, when the GDPR came into effect, firms, consumers, and DPAs have been adjusting and reacting to each other’s moves in a process that is still ongoing. As market dynamics under the GDPR are still evolving, as is enforcement policy by DPAs, it remains to be seen whether the market can be shifted to a point where the consent burden is ultimately reduced, with more substantive privacy provided for individuals. It also remains to be seen what impact the new EU regulatory approach will

opt out of the sale or sharing of consumers’ personal information; a right, subject to limitations, for consumers to request deletion of personal information collected; a right to correct inaccurate personal information; and a right to limit use and disclosure of “sensitive personal information”).

236. Specifically, on consent, Article 9(2)(a) of the GDPR states that Union law or Member State law may provide that even explicit consent shall not be a satisfying legal basis for the processing of certain sensitive personal data. GDPR, supra note 17, art. 9(2)(a).

237. See id. arts. 25, 32, 35 (discussing data protection by design and by default, security of processing, and data protection impact assessment, respectively); see also Margot E. Kaminski & Gianclaudio Malgieri, Algorithmic Impact Assessments Under the GDPR: Producing Multi-Layered Explanations, 11 INT’L DATA PRIV. L. 125, 127–129 (2021) (arguing in favor of data protection impact assessments, explaining that they advance algorithmic accountability on two fronts, individual rights and systemic governance). But see Waldman, New Privacy Law, supra note 28, at 33 (criticizing compliance requirements like impact assessments); Ari Ezra Waldman, Data Protection by Design? A Critique of Article 25 of the GDPR, 53 CORNELL INT’L L.J. 147, 149 (2020) (criticizing another of these mechanisms, i.e., arguing that the GDPR’s approach to privacy by design is lacking); Ari Ezra Waldman, Privacy’s Law of Design, 9 U.C. IRVINE L. REV. 1239, 1240–45 (2019) (arguing that it is unclear what “privacy by design” really means and proposing a model for what it should mean based on products liability for design defects).

238. See, e.g., Kollnig et al., supra note 226, at 2–3 (finding, based on a study of third-party tracking in nearly two million Android apps from before and after the GDPR’s passage, that there was only limited change and that the concentration of tracking capabilities among a few large companies persists); Midas Nouwens, Ilaria Liccardi, Michael Veale, David Karger & Lalana Kagal, Dark Patterns After the GDPR: Scraping Consent Pop-Ups and Demonstrating their Influence, 2020 CHI CONF. ON HUM. FACTORS COMPUTING SYS. 1 (finding that new consent management platforms (“CMPs”) have been introduced to conform with GDPR’s requirements but also that the designs of the most popular CMPs are embroiled with dark patterns and implied consent and only 11.8% meet the minimal legal requirements).

have on the information economy and on the level of the consent burden and privacy in digital markets.

* * * * *

The starting point of Part III’s analysis was that of an inverse relationship between the level of regulation and the consent burden in a market. However, we now see that command-and-consent regulation requires a refinement of that rule: the consent burden is inversely related to the level of meaningful, extra-consensual, regulatory oversight in a market, i.e., the extent of hard proscriptions and prohibitions or effective incentives that take some firm behaviors out of the question and which firms cannot bypass by resorting to consent mechanisms. The result of this analysis is that consent-based regulatory schemes may not produce meaningful regulatory oversight and may be burdensome for individuals no less than they are for firms. This is because first, consent-based regulatory schemes often enable too much and require too little of firms, which may lead to consumer exploitation. And in the case that there are some rules that attempt to direct the behavior of firms to protect consumers, the coexistence of consent mechanisms may allow firms to bypass or override those consumer protections by the mere attainment of empty (and easy-to-obtain) consumer consent. Second, consent mechanisms shift many of the transactional burdens to consumers, thus subjecting consumers to additional costs — both ex ante and ex post — to no end. This is true even if these consent mechanisms also create some burdens for firms (such as the requirement to provide lengthy and complex disclosures). Command-and-consent regulation can thus be burdensome to both firms and consumers at the same time; while command-and-consent may appear to benefit consumers — e.g., the GDPR — it may fall into the pattern of using consent as a control mechanism in the market, where it is prone to fail.

As the analysis shows, the GDPR includes both command-and-consent and potentially more robust oversight mechanisms. Thus far it seems that the command-and-consent part of the GDPR has been more dominant. To achieve substantive privacy and control over firms and the harms they produce, I posit that the consent burden must be reduced.

by strengthening extra-consensual “hard” obligations on firms and decreasing the reliance on consent/control mechanisms. This applies to both the European and the American markets.

Thus far, the Article has discussed a new framework that fleshes out the burdens (both ex ante and ex post) for consumers that result from consent-based regimes. It has then analyzed the type of regulation that can lower those burdens and the type of regulation that may seem to work to the benefit of consumers but actually does not, for the same reasons that consent fails. Part III has demonstrated the usefulness of the consent burden framework for analyzing different regulatory approaches and evaluated different approaches that hold more and less promise in dealing with the consent burden. Ultimately, the weight of the consent burden is on a spectrum; it can be lower or higher, depending not only on informational and decisional circumstances but also on the regulatory setup. While some regulations appear pro-consumer, they may not actually benefit consumers because they perpetuate the consent burden and even engrave it in regulation.

IV. ACCOUNTING FOR THE CONSENT BURDEN WILL CHANGE REGULATORY LOGIC

In previous Parts, this Article explored the prevalence of consent mechanisms in consumer and digital markets, developed an analytic framework for uncovering and comprehending the burden that consent imposes on individuals, and consequently showed the likelihood of failure to regulate some markets via consent. It then analyzed the possibility of remedying this failure with regulation, which turns on the type of regulation, i.e., whether it is command-and-consent (likely failure) or substantive regulation (likely success). Based on the consent burden framework, this Part proposes a novel way forward: that regulators, legislators, and policymakers account for the consent burden when designing regulation — the same way they routinely account for the regulatory burden on firms. I first develop an analogy between the consent burden and the regulatory burden and then provide one way of conducting a consent burden review: through a diagnostic process that includes a set of questions for evaluating the consent burden likely to be created by a proposed regulatory regime.

Before setting out this Article’s proposed solution, it is worth considering previous proposals to resolve problems with consent. The failure of consent has long been a concern due to the prevalence of one-sided terms that favor firms and the lack of consumer negotiation
power, most evident in take-it-or-leave-it contracts.241 In response, scholars and regulators have argued for more or improved disclosures and better drafting of terms (in purpose of recovering informed consent),242 defining default rules,243 and further developing judicial doctrines such as unconscionability.244 However, more, simpler, or “better” disclosures often do not help because of a high ex ante consent burden.245 Default rules sometimes work,246 but they also may turn out too slippery (too easy to opt out) or too sticky (too difficult to opt out), to the detriment of consumers, again due to a high ex ante consent burden.247 And judicial doctrines such as unconscionability develop slowly and variedly, and the general direction courts have taken is to legitimize


245. See supra Section II.C; see also BEN-SHAHAR & SCHNEIDER, supra note 72, at 123 (describing the failure of simplification), 138–50 (arguing that even if simplification were helpful, it would likely be defeated by the growing expansion of disclosures across markets).

246. See, e.g., Eric J. Johnson & Daniel Goldstein, Do Defaults Save Lives?, 302 SCIENCE 1338 (2003) (investigating the effect of defaults on organ donation agreement rates and finding a strong effect of the default, i.e., that having donation as the default increased donation agreement rates).

rather than denounce empty consent,\textsuperscript{248} essentially imposing a high ex post consent burden. In sum, previously proposed solutions to part of the problem — boilerplate contracts — have not resolved it or ameliorated the consent burden.\textsuperscript{249}

But contracts are not the whole story. As we have explored, consent is an important element in tort law and it has become central to regulatory regimes in consumer markets. The regulatory tool of mandated disclosure — which as we explored is a command-and-consent mechanism — is heavily used by regulators and has also (unproductively) surfaced many times in response to the problem of depriving boilerplate contracts. The consent burden framework elucidates why mandated disclosure is often a poor solution, specifically for the problem of depriving boilerplate contracts: by enhancing the ideal of consent, mandated disclosure perpetuates the same power and information imbalances that cause the consent burden to begin with, without solving them. It is like trying to reduce sodium levels in food by using finer rather than coarser grains of salt, instead of decreasing the amount of salt used. To level the playing field, we need to replace "consent" with more robust rules.

\textit{A. Analogizing the Consent Burden to the Regulatory Burden}

This Article proposes thinking about the consent burden imposed on individuals the same way we think about the regulatory burden imposed on firms: individuals participate in the market subject to their consent burden just as firms participate in the market subject to their regulatory burden. Thus, this Section first compares the consent burden to the regulatory burden, revealing that they have some commonalities but also some opposite effects. It then looks at how regulators have routinely considered the effects of proposed regulation on the regulatory burden and argues that they should similarly consider the effects

\textsuperscript{248}. See Brian M. McCall, \textit{Demystifying Unconscionability: A Historical and Empirical Analysis}, 65 VILL. L. REV. 773, 824, 827 (2020) (discussing empirical findings pointing to low success rate of unconscionability claims and canvassing unconscionability’s philosophical and legal roots, finding that much of the modern doctrine is about “consent” and autonomy in contract formation); Hill v. Gateway 2000, Inc., 105 F.3d 1147, 1148–51 (7th Cir. 1997); ProCD, Inc. v. Zeidenberg, 86 F.3d 1447, 1453 (7th Cir. 1996); \textit{see also} Mark A. Lemley, \textit{Terms of Use}, 91 MINN. L. REV. 459, 460 (2006) (“[A]n increasing number of courts have enforced ‘browswrap’ licenses, in which the user does not see the contract at all but in which the license terms provide that using a Web site constitutes agreement to a contract whether the user knows it or not.”).

\textsuperscript{249}. Additionally, Radin suggested a novel tort treatment. See \textit{Radin, supra} note 15, at 197–216 (proposing that abusive boilerplate could either be treated as a defective product or regulated under a new tort of intentional deprivation of legal rights). Simkovic and Furth-Matzkin suggested a Pigouvian tax to make firms internalize the attention costs they impose on consumers. See Simkovic & Furth-Matzkin, \textit{supra} note 84, at 234–35. While these solutions have the potential to reduce the consent burden in boilerplate contracts, they have not been tested thus far.
of proposed regulation on the consent burden. Additionally, this Section will show that the consent burden was increased over time due to regulators’ wishes to reduce the regulatory burden.

The regulatory burden is comprised of the costs firms incur by complying with regulation. These costs result from regulatory requirements including environmental and labor law, safety and quality standards, price and entry controls (such as import restrictions), licensing needs, disclosure law, reporting obligations, and acquiring legal and accounting services to comply with regulation. That is not to say that there are no other costs for firms in the market. But these costs originate from a regulatory intervention, and they may impact firms’ entry into markets, lead to reduction of output, or induce firms to exit the market, thereby potentially affecting market-wide prices, productivity, innovation, investment, employment, and growth.

The two burdens have some commonalities. The consent burden may, like the regulatory burden, impact entry of individuals into the market: consent is supposed to be the entry gate. Additionally, the consent burden can affect individuals’ decisions to exit (withdraw consent) in response to changes, such as firms’ unilateral changes to the terms and conditions of an ongoing transaction or consumer relationship (a common practice among websites and online services). Both burdens represent the unique rules of the game for the two sides of a market transaction: firms participate subject to the regulatory burden, and individuals participate subject to the consent burden. There is one main difference, however. While the risk from an excessive regulatory burden is leaving some firms out of the market to the detriment of overall welfare, the main risk from an excessive consent burden is the opposite: potentially dragging and locking in individuals against their best interests and overall welfare. Neither result is good.

Thus far, despite mounting evidence, it seems that the consent burden has largely been ignored by regulators. But regulators have long

---

250. This definition focuses on the regulatory burden for a single firm and does not include what can be called “budgeted costs” of a country’s regulatory efforts, which entail spending taxpayer funds on carrying out regulatory programs. See Thomas D. Hopkins, Regulatory Costs in Profile, 31 POL’Y SCI. 301, 303 (1998); Dieter Helm, Regulatory Reform, Capture, and the Regulatory Burden, 22 OXFORD REV. ECON. POL’Y 169, 169 (2006).

251. See, e.g., Hopkins, supra note 250, at 301.


evaluated the regulatory burden: it is routinely considered in governmental regulatory review and cost-benefit analysis of regulation, in what “has arguably become the most important institutional feature of the regulatory state.” Regulatory review is a tool to evaluate the likely consequences of proposed regulation by estimating both its costs and benefits and its alternatives, with regulation being supported only when the benefits “justify” the costs. While some attribute the origin of regulatory review to President Ronald Reagan in the early 1980s, its roots can be traced to the late 1960s. Through the years and presidential terms, regulatory review developed an anti-regulatory bent with a built-in assumption that agency regulations often represent costly overregulation. The fear of excessive regulation has been historically focused on the regulatory burden experienced by firms and was influenced by industry advocacy. Over time, the goal of lowering the regulatory burden has been implemented in Presidential Executive Orders, acts of Congress and the establishment of the Office of

---

255. Nicholas Bagley & Richard L. Revesz, Centralized Oversight of the Regulatory State, 106 COLUM. L. REV. 1260, 1260 (2006); see also Cass R. Sunstein, The Cost-Benefit State (Coase-Sandor Inst. for L. & Econ., Working Paper No. 39, 1996) (“Gradually and in fits and starts, the American regulatory state is becoming a cost-benefit state. By this I mean that government regulation is increasingly assessed by asking whether the benefits of regulation justify the costs of regulation.”).
259. See generally Tozzi, supra note 257 (covering the history and development of regulatory review during the presidential terms of Presidents Johnson, Nixon, Ford, Carter, and Reagan).
Moreover, the consent burden has increased over time due to regulators’ efforts to reduce the regulatory burden. Executive Order 12,866 — issued by President Bill Clinton in 1993 and one of the foundational sources governing regulatory review — directs agencies “to foster the development of effective, innovative, and least burdensome regulations” and to “identify and assess available alternatives to direct regulation, including . . . providing information upon which choices can be made by the public.”

In 2011, President Barack Obama issued Executive Order 13,563, establishing five new principles to guide regulatory decision-making. One among them was that agencies should identify and consider “flexible approaches” to problems, including warnings and disclosure requirements. The Order endorses such approaches, explaining that they “reduce burdens and maintain flexibility and freedom of choice for the public.”

Relatedly, in 2010, then-OIRA Administrator Cass Sunstein issued a memorandum titled “Disclosure and Simplification as Regulatory Tools,” encouraging and guiding agencies to use disclosure-and-consent as a preferred regulatory tool. Addressing the cost-benefit analysis of disclosure-and-consent regimes, the memorandum notes that a quantitative analysis may be hard to conduct and “involve a high degree of speculation.” Thus, the memorandum suggests a “qualitative discussion,” and it notes that “[i]n assessing benefits, agencies should consider the fact that improvements in welfare are a central goal of disclosure requirements, but should also note that informed choice is a value in itself (even if it is difficult to quantify that value).” Under this approach, informed choice is assumed to be a realized benefit, and

---


264. Id. § 1(b)(3); see also id. § 6(a)(3)(C)(iii) (directing agencies to analyze "potentially effective and reasonably feasible alternatives to the planned regulation, identified by the agencies or the public (including improving the current regulation and reasonably viable nonregulatory actions)").


266. Id. § 4.

267. See OIRA Memo 2010, supra note 242, at 3 (“The goal of disclosing such information is to provide members of the public with relevant information at the right moment in time, usually when a decision is made. Often that decision is whether to purchase a particular product.”).

268. Id. at 6.

269. Id.
the costs to consumers from disclosure-and-consent regimes are ignored.270 These costs are precisely those that the consent burden framework analyzes and exposes, alongside opportunity costs from not having alternative rights-enhancing regulation.

In 2011, another memorandum called for the adoption of “smart disclosure[s],”271 setting out guidance for agencies to further facilitate the use of disclosure as regulatory means. The memorandum noted that “[u]nder relevant statutes, disclosure is one of the chief tools that agencies can use to improve the operation of consumer markets,” elaborating the benefits of smart disclosure and highlighting that “[c]onsumers will frequently be able to make better choices when they have accurate information about the economic consequences of those choices.”272

Evidently, thus far, the consent burden has largely been invisible to regulators, while the regulatory burden has long been considered by them. This one-sidedness has skewed regulation in markets, leaving too much power in the hands of firms under the guise of empowering and promoting consumer choice. Bringing the consent burden into the equation reveals this fallacy. I argue that if regulators consider both the regulatory burden and the consent burden, they will adopt better regulation that will effectively advance the values that current consent-based regulation only purports to advance. The following Section proposes a way for regulators to consider the consent burden.

B. Consent Burden Review: Fundamental Questions for Regulators

How does one assess the consent burden? In this Section, I propose a consent burden review: a set of diagnostic questions that regulators should address before choosing a consent-based regime as the main control mechanism in a market. These questions should be applied to a specific proposed regulatory regime; I use the case of privacy and pri-

---

270. See also CASS R. SUNSTEIN, THE COST-BENEFIT REVOLUTION 124–26 (2018) (discussing cost-benefit analysis of mandatory disclosure on the consumer side and noting “a quite low” “[s]mall [c]ognitive [t]ax” on the part of reading and processing information but highlighting a few forms of “hedonic” taxes and losses from learning that some preferred choices are less healthy than others).


272. Id. at 2; see also THE EXEC. OFF. OF THE PRESIDENT, NAT’L SCI. & TECH. COUNCIL, SMART DISCLOSURE AND CONSUMER DECISION MAKING: REPORT OF THE TASK FORCE ON SMART DISCLOSURE (May 2013) (summarizing the federal government’s efforts in the smart disclosure domain and providing recommendations for expanding the use of smart disclosure across the federal government and in consumer markets).
vacy harms to illustrate the function of the questions. To be clear, consent is not always self-defeating or inappropriate, but it needs to be directed and applied to the sort of interactions in which it can open possibilities to consumers rather than close them. Indeed, crafting beneficial regulation is no doubt a big challenge. Not every set of rules that reduces the consent burden will necessarily be beneficial and increase consumer welfare, but the analysis in this Article suggests that the consent burden is a major problem that should not be overlooked when choosing among market control strategies. While the consent burden is not the whole story (or the only potential negative outcome), the consent burden framework fleshes out why it is a crucial part. With that in mind, I suggest that this set of questions should begin the investigation into the ramifications created by consent regimes in markets. The following diagnostic process does not aim to suggest a set of prescriptive rules but rather an analytic means to help the regulator assess consent regimes and alternatives. It aims to provide a set of questions so that those evaluating a regulation can see more clearly what role consent will play in regulating the market, how consumers are likely to consent, and whether that expectation matches the harms the regulation originally sought to prevent.

1. What are the potential or actual exploitative, damaging, or otherwise harmful behaviors of firms in the market?

The purpose of this question is to identify and delineate the harmful conduct that a proposed regulation is trying to prevent. Essentially, this question is about the values behind the regulatory effort and the pro-consumer goals that regulators are trying to achieve through market intervention. For example, in the regulation of the information economy, regulators can set a goal of preventing privacy harms. This question aims to help regulators define what precisely those “privacy harms” are. A privacy harm may be the mere existence of corporate surveillance (what has been called “surveillance capitalism”) or certain harmful corollaries of corporate surveillance such as discrimination.

273. This set of initial questions can be developed into a more elaborate formal review process, but that is beyond the scope of this paper.


276. See, e.g., *SURVEILLANCE AS SOCIAL SORTING: PRIVACY, RISK AND AUTOMATED DISCRIMINATION* 1 (David Lyon ed., 2002); Muhammad Ali, Piotr Sapiezynski, Miranda Bogen, Aleksandra Korolova, Alan Mislove & Aaron Rieke, *Discrimination Through Optimization: How Facebook’s Ad Delivery Can Lead to Biased Outcomes*, 3 PROC. ACM ON HUMAN-
manipulation and dark patterns, targeted ads, disinformation/mis-information, political and social polarization, or data breaches. Whatever it may be, regulators should first identify the harmful behaviors they wish to prevent.

2. Does the proposed regime directly prohibit or materially limit these harmful behaviors?

The purpose of this question is to verify whether and to what extent the regulation is actually achieving what it was set to achieve (on the books). If regulators intend to prevent certain harmful firm behavior, we would expect the regulation to include a prohibition or material limitation on such behavior (or otherwise a strong economic incentive discouraging it). Following our example, if "privacy harms" equals corporate surveillance, then this question asks whether the proposed regime is prohibiting corporate surveillance in totality or includes some material limitations on it, such as materially limiting possible purposes of such surveillance (e.g., only for the purpose of anonymized health-related big-data research); the amount or type of information firms can surveil (e.g., only specific predefined parameters like age and gender); or the period of time such information can be held by firms (e.g., historical data would be limited to a period of one month). It further asks whether the proposed regime provides effective enforcement mechanisms to make sure firms follow the rules (e.g., by establishing a private right of action, by imposing severe penalties for noncompliance, or by requiring firms to provide the regulator with access to inspect their systems, data, and insights).
3. Does the proposed regime allow these harmful behaviors if consumers consent to them? If so, what are the potential ramifications, and what is the justification for having a consent override?

This question begins to uncover the role consent plays in the market under the proposed regime as a legitimation vehicle and an allocator of burdens among parties. Under the proposed regime, can consent legitimize otherwise illegitimate and harmful behavior — i.e., is there a consent override? Specifically, can consumers consent to anything, or does the proposed regulation identify certain firm behavior to which consent is not allowed? If so, is this limitation on consent material or immaterial in its impact on consumer welfare?

More specifically, if consent is given this role of a legitimation vehicle, what are the ramifications of that? Might consent legitimize firm conduct that contravenes consumer rights and welfare, including undermining public goods or harming competition? Who bears the burden of risks assessment?\(^{282}\) Does the firm have an obligation to prevent harm, or does the consumer bear the consent burden? This question also brings in ex post ramifications: How will a consent regime affect consumers’ ability to assert their rights in court? Will it make it more difficult and costly to do so?\(^{283}\)

Finally, what are the justifications for having a consent override? One justification could be maintaining consumer autonomy. Another could be that consent ameliorates the identified harm, but in many consumer markets that would not be the case.\(^{284}\) Going back to our example, if corporate surveillance is defined as a privacy harm, why should it be allowed if firms obtain consumer consent? Does consent really ameliorate the harm? In the case of “privacy harms,” an argument could be made that consent indeed ameliorates some of the harm: if we (charitably) define privacy as control over information flows and consider the act of consent to a new information flow as representing such control,\(^{285}\) then it makes sense that consent is potent enough to ameliorate some of the significant harms caused by corporate surveillance. Under these assumptions, consent could solve the autonomy harm in corporate

---

\(^{282}\) There could be a mix of short-term and long-term effects for which risks should be assessed. Additionally, the more dimensions to asked-for consent, the greater the potential for a consent regime to have deleterious effects on consumers.

\(^{283}\) If so, then one must investigate whether this result is desirable on moral, rule-of-law, welfare, or distributive grounds.

\(^{284}\) That would be the case for certain physical harms, e.g., those that are caused by smoking cigarettes (the fact that one smokes consensually while knowing the harms of smoking does not ameliorate such harms); legal harms, e.g., those that are caused by depriving arbitration clauses or warranty disclaimers, see, e.g., RADIN, supra note 15, at 8; or economic harms, e.g., those that are caused by exploitative financial services, see, e.g., BEN-SHAHAR & SCHNEIDER, supra note 72, at 68.

\(^{285}\) See supra notes 35–37 and accompanying text. But see, e.g., RICHARDS, supra note 37, at 90–100 (arguing that privacy is not primarily about control).
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surveillance, although it could not solve the corollary harms mentioned above. But it is doubtful that consent actually provides autonomy in digital markets.286

4. Why do we expect people would consent to these otherwise harmful behaviors?

This question calls to clarify our expectations for why certain people would consent to harmful behaviors and how many of them would. Going back to the first question, do we think it would be rational for certain people, in certain circumstances, to consent to the identified harmful behavior because they think there is an overall beneficial tradeoff between expected losses and expected benefits (in our example, some amount of harmful corporate surveillance in exchange for some services)? Alternatively, is it the case that we actually expect all or most people to consent to harmful behavior because a high consent burden would make consenting inescapable? Indeed, consenting may become inescapable because of either significant informational burdens, significant decisional burdens, or a combination of both (consequences of the ex ante consent burden).

Put another way, do we expect to see a real divergence of preferences among consumers, or do we expect that mostly everyone will end up “consenting” to the terms provided by firms?287 What do we expect most people would choose if they had adequate information and decisional capacities, and a choice among various options: would they consent?288 These questions can be put to an empirical test using, for example, consumer surveys. To clarify, the question here is not what people are currently doing; we know from Part II that people do not read privacy policies and other disclosures and that their decision-mak-

286. As the analysis in this Article shows, consent-based regimes may lead to systemic burden-shifting from firms to consumers, undermining consumer rights, powers, and welfare. Why? Because firms may draw excessive power from consent-based regimes, essentially becoming the ones who call the shots in the market. A common argument for consent is that the government should avoid paternalism. But if firms are calling the shots, it is unclear what amount of individual autonomy remains. Is it better to be controlled by firms than by the government? There are good reasons to expect a democratic government to govern in line with consumers’ interests and the public good, albeit imperfectly but at least not less than firms will.

287. See Cohen, Privacy Law, supra note 5, at 5 (“Individual users asserting preferences over predefined options on modular dashboards have neither the authority nor the ability to alter the invisible, predesigned webs of technical and economic arrangements under which their data travels among multiple parties. Nor can they prevent participants in those webs from drawing inferences about them—even when the inferences substitute for the very same data that they have opted out of having collected.”).

The question is what people would have chosen to do if they had adequate information, decisional capacities, and a choice among various options — all resources they do not currently have.

There are essentially three entangled questions here. The first directly assesses the ex ante consent burden, i.e., the informational and decisional burdens, and their combined effect on consent behavior and decision-making. The second assesses the heterogeneity of consumers, i.e., their diversity of preferences in a setting where they are better situated to make meaningful decisions.289 The third assesses the heterogeneity of firms, i.e., the level of market competition, and thereby how much consumer consent is constrained by a lack of options.290 If firms are not competing over deal terms or business models, then consumer choice may be significantly reduced to a point where we cannot glean preferences from consumer behavior. In such market circumstances, consumers may be locked into exploitative practices without alternatives.

5. If consent legitimizes otherwise illegitimate and harmful behavior, what intervention is still provided by the proposed regime?

This question is about what is left of the proposed intervention after deducting protections from harmful behavior that could be circumvented by “consent.” There could still be benefits, modest or significant, in the proposed regime, but it would seem the regulation is not

---

289. However, privacy preferences are a complicated and contested issue. See, e.g., Alessandro Acquisti, Laura Brandimarte & George Loewenstein, Privacy and Human Behavior in the Age of Information, 347 SCIENCE 509, 510 (2015) (citation omitted) (“Even when aware of the consequences of privacy decisions, people are still likely to be uncertain about their own privacy preferences. Research on preference uncertainty shows that individuals often have little sense of how much they like goods, services, or other people. Privacy does not seem to be an exception.”); Daniel J. Solove, The Myth of the Privacy Paradox, 89 GEO. WASH. L. REV. 1, 22 –23 (2021) (“[T]he very notion that people may have actual or true preferences must be qualified. Whether measured via stated attitudes or behavior, preferences themselves are not static; they are highly contextual, subject to distortion, and malleable. . . . [I]ndividual preferences should not be the focus for establishing the value of privacy or for determining whether regulation is justified.”).

290. See, e.g., Lancieri & Sakowski, supra note 21, at 74–75 (reviewing competition expert reports from around the world and showing that there is a wide consensus that digital markets are prone to concentration). There could be synergy between the level of competition in a market and how preferences are shaped. In concentrated markets, consumers may not be able to choose the privacy options that align with their preferences as they can only choose in line with what a few uncompetitive firms are offering, thus preferences may be shaped by firms instead of by consumers. See Kenneth A. Bamberger & Orly Lobel, Platform Market Power, 32 BERKELEY TECH. L.J. 1051, 1089–91 (2017). Additionally, in technology spaces, design plays a big role in creating and directing preferences. See Woodrow Hartzog, Privacy’s Blueprint: The Battle to Control the Design of New Technologies 5–7, 12 (2018). See generally Deirdre K. Mulligan & Kenneth A. Bamberger, Saving Governance-By-Design, 106 CALIF. L. REV. 697 (2018) (discussing how technological design has become central to policymaking).
fully or materially achieving what it was set to achieve (see the first question). These benefits would include any extra-consensual mandatory mechanisms that leave consumers better off.\textsuperscript{291} The focus here is on mechanisms that cannot be circumvented by firms — i.e., places where the regulator imposes the burden strictly on firms — and that provide, directly and indirectly, benefits to consumers. These mechanisms might include, for example, completely prohibiting certain data collection and uses, like behavioral targeting and location tracking.\textsuperscript{292} Another example is found in the Genetic Information Nondiscrimination Act,\textsuperscript{293} which directly “prohibits employers from obtaining employee or applicant genetic information except under limited circumstances,” thereby limiting collection, dissemination, and use of highly sensitive data without relying on individual action.\textsuperscript{294}

* * * * *

What comes out of this analysis is not that consent and regulation are mutually exclusive. Quite the contrary, they can, and often should, coexist. Consent should be reserved for the issues that most implicate autonomy and agency, and regulation should be used to eliminate harmful behavior in circumstances where consent fails to do so on a large or collective scale. The balance between consent and regulation is crucial for achieving individual and social welfare and avoiding harms, with substantive regulatory oversight being the main vehicle for lowering an excessive consent burden and reigning in firms.

V. CONCLUSION

Consent as control over markets is important, and it is everywhere. But excessive consent burden is a major problem, and it is not an uncommon one. For these reasons, consent should not have an outsized role in our economy, and we should try to avoid its pitfalls whenever

\textsuperscript{291} For example, requirements that firms meet clear standards to improve their products or services; requirements that they undergo audits by the regulator to make sure they meet those standards; laws to imbue the regulator with effective investigatory, enforcement, and penalizing powers; and laws to provide a private right of action, and possibly statutory damages.

\textsuperscript{292} Waldman, \textit{Privacy\textquoteright s Rights Trap}, \textit{supra} note 235, at 105 (“A radical response to the harms of informational capitalism might prohibit companies from using data for behavioral targeting and ban location tracking. It would subsidize open-access, not-for-profit Internet intermediaries that would become a counterweight to the extractive information industry. It could ensure transparency and public interrogation of algorithmic decision-making processes by removing corporate trade secrecy protections for automated systems they sell to the state.”)


\textsuperscript{294} Solove, \textit{Limitations of Privacy Rights}, \textit{supra} note 235, at *41; see Genetic Information Nondiscrimination Act of 2008 § 202.
they are significant. In some markets — and digital markets are a timely and considerable example — substantive regulation should overthrow Queen consent from its long reign as the only check on firms. Otherwise, the insurmountable consent burden defeats consumer rights, powers, and welfare.

The new framework developed in this Article brings the consent burden to light and shows that while generally regulation reduces the consent burden, a certain type of regulation, command-and-consent, typically perpetuates the problem and sometimes makes the consent burden even more severe. But there is hope: By drawing an analogy between the consent burden and the regulatory burden, we see both the one-sidedness of the current regulatory logic (considering only the regulatory burden) and an opportunity to correct it. Implementing a consent burden review as part of regulatory and lawmaking processes will lead to effective and evenhanded regulation and a more balanced power structure in markets.

Organized society presents many struggles, perhaps the main one being the unwavering tension between the wants of the individual and the collective. The consent burden encapsulates at least two forms of this tension: consent represents the autonomy of the individual against coercion, but sometimes it also represents the neglect of the individual by society, leaving them prey to larger forces. We should recognize these tensions and work to alleviate them.