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I. INTRODUCTION 

During the “Green Revolution” in 2009, the Iranian military post-
ed photos from the protests on a website and invited citizens to identi-
fy twenty individual faces that were singled out in those photos.1 They 
claimed to have arrested at least two of the individuals in the photos 
shortly after the protests.2 According to some sources, the Iranian 
government tried to use face recognition technology to identify pro-
testers, though its technology was still under development.3 Imagine if 
                                                                                                                  

1. See Fred Petrossian, Iranian Officials ‘Crowd-Source’ Protester Identities, GLOBAL 
VOICES (June 27, 2009, 5:28 PM), http://globalvoicesonline.org/2009/06/27/iranian-
officials-crowd-source-protester-identities-online/ (discussing the photos posted on 
http://www.gerdab.ir/fa/pages/?cid=407). 

2. Id. 
3. John Preston, The Net Delusion by Evgeny Morozov: Review, TELEGRAPH (Jan. 9, 

2011), http://www.telegraph.co.uk/culture/books/8241377/The-Net-Delusion-by-Evgeny-
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the government could simply match these faces against the hundreds 
of billions of photos available on Facebook. The matches could reveal 
not only the protesters’ names,4 but also their whereabouts, their con-
tacts, their online conversations with other protesters, and potentially 
their future plans. 

Faces are particularly good for identification purposes because 
they are distinctive and, in most cases, publicly visible. Other personal 
features that are in plain sight — like coats and haircuts — can easily 
be replaced, but significantly altering a face to make it unrecognizable 
is difficult. And yet most people can remain anonymous, even in pub-
lic, because they have only a limited set of acquaintances that can rec-
ognize them. The use of face recognition technology in social 
networks shifts this paradigm. It can connect an otherwise anonymous 
face not only to a name — of which there can be several — but also to 
all the information in a social network profile. 

Given the risks of face recognition technology when combined 
with the vast amount of personal information aggregated in social 
networks, this Article presents two central ideas. First, applying Pro-
fessor Helen Nissenbaum’s theory of contextual integrity,5 I argue 
that face recognition technology in social networks needs to be care-
fully regulated because it transforms the information that users share 
(e.g., it transforms a simple photo into biometric data that automati-
cally identifies users) and provides this personally identifying infor-
mation to new recipients beyond the user’s control. Second, I identify 
the deficiencies in the current law and argue that law alone cannot 
solve this problem. A blanket prohibition on automatic face recogni-
tion in social networks would stifle the development of these technol-
ogies, which are useful in their own right. At the same time, our 
traditional privacy framework of notice and consent cannot protect 
users who do not understand the automatic face recognition process 
and recklessly continue sharing their personal information due to 
strong network effects. Instead, I propose a multifaceted solution 
aimed at lowering the costs of switching between social networks and 
providing users with better information about how their data is used.6 

                                                                                                                  
Morozov-review.html (stating that the Iranian government “us[ed] face-recognition technol-
ogy to identify people from pictures taken on mobile phones”); see also In re Facebook and 
the Facial Identification of Users, ELECTRONIC PRIVACY INFORMATION CENTER, 
http://epic.org/privacy/facebook/facebook_and_facial_recognitio.html (last visited Dec. 22, 
2012) (“Iranian researchers are working on developing and improving facial recognition 
technology to identify political dissidents.”).  

4. Facebook currently has a policy that requires users to provide their real names upon 
registration. Somini Sengupta, Rushdie Runs Afoul of Web’s Real-Name Police, N.Y. TIMES 
(Nov. 14, 2011), http://www.nytimes.com/2011/11/15/technology/hiding-or-using-your-
name-online-and-who-decides.html. 

5. See infra Part III.B–C. 
6. See infra Part V. 
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My argument is that once users are truly free to switch networks, they 
will be able to exercise their choice to demand that social networks 
respect their privacy expectations. 

In Part II, this Article begins with a general overview of face 
recognition technology and how it is implemented on Facebook. 
Part III of the Article uses the theory of contextual integrity to exam-
ine how social networks may violate user privacy when they apply 
face recognition technology to user photos. It also explains why more 
traditional privacy theories — epitomized by Warren and Brandeis’ 
right to be let alone — cannot address this problem because they are 
mostly concerned with the privacy of physical spaces and confidential 
information. Having identified how face recognition technology vio-
lates privacy in this context, Part III explains why a complete prohibi-
tion of face recognition technology or related data processing could 
prevent the development of useful technologies. This sets the stage for 
my multifaceted proposal. Part IV reviews current laws that could 
potentially apply to this problem and concludes that they do not offer 
sufficient privacy protection. Finally, Part V outlines a combination of 
legal, architectural, market, and norm-driven solutions that I believe 
could offer adequate privacy protection without unduly stifling inno-
vation.7 

My proposed legal solution aims to reform our current privacy 
laws of notice and consent to require adequately informative notice 
and true consent. This proposed law would require a social network to 
provide users with detailed — yet comprehensible — information 
about how it collects, stores, processes, and shares user biometric da-
ta. It would also be required to obtain opt-in consent from users before 
collecting their data or using it for a new purpose. These requirements 
would be part of a broader data protection law, enforced by a proac-
tive agency that could investigate the complicated data practices in 
social networks. More importantly, my proposal recognizes that even 
an improved notice and consent model cannot, by itself, solve this 
problem unless users have a real choice to leave a network without 
adversely affecting their online social lives.8 

To this end, the architectural and market solutions of my proposal 
are aimed at lowering the cost of switching between social networks 
to free users from the network effect that currently locks them into a 
social network. The architectural solutions would enable users to: 
                                                                                                                  

7. This proposal is structured along the “four modalities of regulation” articulated by Pro-
fessor Lawrence Lessig. See generally LAWRENCE LESSIG, CODE: VERSION 2.0 125 (2d. ed. 
2006) (presenting the four modalities of regulating online (and offline) behavior: “[l]aws, 
norms, the market, and architectures”). 

8. See Helen Nissenbaum, A Contextual Approach to Privacy Online, 140 DAEDALUS, 
no. 4, 2011, at 32, 35 (2011) (calling into question how much choice a user actually has not 
to participate in a social network) [hereinafter Nissenbaum, Contextual Approach]. 
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(1) prevent a centralized social network from extracting biometric 
data by instead sharing photos with their friends through a distributed 
social network; (2) export their personal information to a platform that 
they trust, under data portability standards; (3) continue to communi-
cate with friends that remain in a centralized social network under 
interoperability standards; and (4) protect their privacy when they are 
photographed in public places or upload photos to a public network. 
The market solutions would further allow users to subsidize their so-
cial network use to avoid the collection of particularly sensitive in-
formation — like their biometric data — and to negotiate their own 
data use terms when sharing photos in social networks. 

Finally, increased transparency of social networks and wide-
spread knowledge about their data use practices would empower users 
to demand that social networks conform to pre-existing privacy 
norms. Lest these companies fail to provide users with full infor-
mation about their data use practices, the state should also provide 
public education on online privacy to children and adults. The combi-
nation of these various solutions is aimed at ensuring a fair quid pro 
quo whereby users give out a reasonable amount of information about 
themselves for advertising purposes in return for a valuable socializ-
ing tool. Users will know and evaluate the cost of their social connec-
tivity; if they find the cost to be excessive, they will be able to take 
their data and go elsewhere. The advantage of this multifaceted pro-
posal — as compared to a blanket prohibition on face recognition 
technology in social networks — is that it narrowly addresses privacy 
concerns without stifling innovation in the development of face 
recognition technology and social networks. 

Though my proposal is intended to apply to all current and future 
uses of face recognition technology in social networks, the examples 
in this Article largely focus on the most prominent social network to 
apply this technology: Facebook.9 I therefore want to acknowledge at 
the outset the important social function that Facebook has served. In-
deed, the Council of Europe recently proclaimed that “[s]ocial net-
works [serve] as human rights enablers and catalysts for 
democracy.”10 They are particularly important for youth, who rely on 
social networks for the “development of their own personalit[ies] and 
identit[ies], and as part of their participation in debates and social ac-
tivities.”11 In 2011, Facebook also demonstrated its potential as a vital 
                                                                                                                  

9. See Justin Mitchell, Making Photo Tagging Easier, THE FACEBOOK BLOG (Dec. 15, 
2010), https://www.facebook.com/blog.php?post=467145887130. 

10. Recommendation CM/Rec (2012) 4 of the Committee of Ministers to Member States 
on the Protection of Human Rights with Regard to Social Networking Services, COUNCIL OF 
EUR. (Apr. 4, 2012), https://wcd.coe.int/ViewDoc.jsp?id=1929453 [hereinafter Recommen-
dation, COUNCIL OF EUR.]. 

11. Id. 
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channel for political mobilization, both during the Arab Spring and in 
the Occupy Wall Street movement.12 Facebook thus facilitates social 
interaction and political discourse, which are functions that we con-
sider highly valuable — if not essential — to our society.13 But pre-
cisely because of its important role, Facebook needs to be secure and 
respect its users’ privacy. It must pay particular attention to how it 
uses photos and biometric data because there is nothing more personal 
or susceptible to identification than a person’s face. A person exposes 
her facial features wherever she goes, but she cannot easily replace 
her face if she does not want to walk around with her entire Facebook 
profile effectively tattooed on her forehead. 

II. FACE RECOGNITION TECHNOLOGY AND FACEBOOK14 

A. Overview of Face Recognition Technology 

Face recognition technology aims to combine the superior percep-
tion skills of humans with the immense processing power and 
memory capacity of computers. Humans recognize other individuals 
based on their appearance — focusing on facial features — and by 
using other senses, such as smell, hearing, and sometimes touch.15 
While recognition is a natural human skill, the human brain can only 
memorize a limited number of faces.16 On the other hand, computers 
can process and remember a vast number of facial features to recog-
nize many more people.17 But qualitatively, the human brain does a 
more complete job of recognizing faces than computers because it is 
able to combine visual recognition with other human senses. Comput-
ers lack contextual knowledge of what clothes a person tends to wear 
or in whose company she may be found.18 Nonetheless, computer vi-
sion borrows techniques from human perception. These techniques are 

                                                                                                                  
12. This may be because, as Ethan Zuckerman observed, censorship of general-purpose 

applications like Facebook risks galvanizing users who would not otherwise be politically 
active because they use the applications for non-political purposes — such as looking at 
pictures of cats online. Ethan Zuckerman, The Connection Between Cute Cats and Web 
Censorship, MY HEART’S IN ACCRA (July 16, 2007, 10:30 PM), 
http://www.ethanzuckerman.com/blog/2007/07/16/the-connection-between-cute-cats-and-
web-censorship. 

13. See Recommendation, COUNCIL OF EUR., supra note 10. 
14. Portions of Part II duplicate my discussion of face recognition technology in another 

paper. See Yana Welinder, Face Recognition Privacy in Social Networks under German 
Law, 31 COMM. L. BULL., no. 1, 2012, at 5. 

15. See FACE PROCESSING: ADVANCED MODELING AND METHODS 8–9 (Wenyi Zhao & 
Rama Chellappa eds., 2006). 

16. See id. 
17. See id. 
18. See id. 
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identified through psychological studies of how humans pay attention 
to certain facial features when they recognize others.19 

Generally, the automatic face recognition process begins with an 
analysis of “training images” of already known individuals and meas-
urement of their facial features.20 These measurements — which make 
up the individuals’ unique biometric data — are compiled into a bio-
metric database along with other known information about them.21 
Face recognition technology is then applied to a new photo to find 
faces and identify them.22 If it detects any faces in that photo, it “nor-
malizes” them, which involves transforming their scale, position, and 
lighting, and sometimes converting them into gray scale images so 
that they can more easily be compared to faces photographed under 
different conditions.23 The technology then identifies and measures 
facial features in the normalized faces.24 The resulting measurements 
are compared to biometric data in the previously compiled database to 
identify the faces detected in the new photo.25 

The accuracy of this process depends upon factors such as the ex-
act methodology applied, the number of available training images, the 
quality of the photos, and the visibility of the individual within those 
photos.26 The face recognition process is improving: although early 
face detection technologies could barely recognize a single face from 
a frontal view, technologies have now been developed that can identi-
fy individuals from various angles and distinguish faces from clut-
tered backgrounds.27 As a study conducted by researchers at Carnegie 
Mellon University shows, photos that are available on Facebook 
without logging in are sufficient to identify college students on a 
campus with a 31.18 percent success rate when using face recognition 
technology that was publicly available until it was recently acquired 
by Google.28 

                                                                                                                  
19. See id. 
20. See STAN Z. LI & ANIL K. JAIN, HANDBOOK OF FACE RECOGNITION 2, 8 (2005). The 

description of the technology in this article is intended as a general overview of the face 
recognition process, but many different technologies have developed in the field. See An-
drea F. Abate et al., 2D and 3D Face Recognition: A Survey, 28 PATTERN RECOGNITION 
LETTERS 1885, 1898 (2007). 

21. See LI & JAIN, supra note 20, at 2–3 (describing use of facial databases for face 
recognition): see also Abate et al., supra note 20, at 1886 (describing uses of biometric 
databases). 

22. See LI & JAIN, supra note 20, at 2–3.  
23. Id. 
24. Id. 
25. Id. at 2–3. 
26. See FACE PROCESSING, supra note 15, at 10–11. 
27. See id. 
28. Alessandro Acquisti, Associate Professor of Information Technology and Public Pol-

icy, Heinz College at Carnegie Mellon University, BlackHat Webcast: Faces of Facebook: 
Privacy in the Age of Augmented Reality (Jan. 9, 2012), available at http://www.blackhat. 
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B. Information Processed by Facebook’s Photo Tag Suggest 

In December 2010, Facebook introduced a new feature — called 
“Photo Tag Suggest” — that uses previously labeled photos and face 
recognition technology to identify individuals in new photos that users 
can then tag.29 Facebook collects and retains a great deal of infor-
mation about its users. This information includes photos that are au-
tomatically tagged and training images — from which biometric data 
is extracted. It also includes all information displayed on a Facebook 
profile because, as explained below, by labeling a photo, the feature 
generates a hyperlink to the user’s profile.30 Though Facebook col-
lects a vast amount of data, this Article will discuss only data that is 
related to face recognition technology. 

The user supplies much of the information on a Facebook profile. 
Initially, Facebook requires a new user to provide her “name, email 
address, birthday, and gender.”31 Though not required, the user is also 
prompted to provide her religious beliefs, political views, and sexual 
orientation.32 As the user goes through the process of “friending” oth-
er users — who may already be her friends, classmates, family, or 
colleagues offline — Facebook also retains a list of those “friends.”33 
More recently, Facebook has begun asking users to describe their rela-
tionship to their friends.34 A vast amount of communication between a 
user and her friends is also retained as a user makes “status updates,” 
comments on friends’ “walls,” sends private messages, or chats in real 
time.35 

Facebook further collects photos uploaded by users or their 
friends, as well as information about facial features when the users 

                                                                                                                  
com/docs/webcast/acquisti-face-BH-Webinar-2012-out.pdf; Leena Rao, Google Acquires 
Facial Recognition Software Company PittPatt, TECHCRUNCH (July 22, 2011), 
http://techcrunch.com/2011/07/22/google-acquires-facial-recognition-software-company-
pittpatt. 

29. Mitchell, supra note 9.  
30. See Facebook Data Use Policy: Information We Receive About You, FACEBOOK, 

https://www.facebook.com/about/privacy/your-info#inforeceived (last visited Dec. 22, 
2012) [hereinafter Facebook Data Use Policy]; See also Hearing on What Facial Recogni-
tion Technology Means for Privacy and Civil Liberties Before the Subcomm. on Privacy, 
Tech., & the Law of the S. Comm. on the Judiciary, 112th Cong. 3 (2012) (statement of 
Robert Sherman, Manager, Privacy and Public Policy, Facebook) (explaining that photo 
tagging “allows users to instantaneously link photos from birthdays, vacations, and other 
important events with the people who participated”), available at 
http://www.judiciary.senate.gov/pdf/12-7-18ShermanTestimony.pdf. 

31. Facebook Data Use Policy, supra note 30.  
32. See E. A. Vander Veer, FACEBOOK: THE MISSING MANUAL 13–14 (Dawn Mann and 

Nellie McKesson eds., 3rd ed. 2011). 
33. Id. at 46. 
34. Blake Ross, Improved Friend Lists, THE FACEBOOK BLOG (Sept. 13, 2011, 9:59AM), 

https://blog.facebook.com/blog.php?post=10150278932602131. 
35. See Vander Veer, supra note 32 at 69–81. 
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identify (“tag”) themselves or others in uploaded photos.36 Facebook’s 
photo collection contained around 220 billion photos by October 2012 
and increases by up to 300 million photos per day.37 These photos are 
further tagged at a rate of 100 million labels per day.38 The sheer size 
of this massive annotated photo library cannot be overstated. 

The uploaded photos may also provide Facebook with metadata, 
including the “time, date, and place” of a photo.39 Moreover, if a user 
uploads a photo from a mobile phone, Facebook may also know the 
user’s physical location at that instant.40 Thus, if Photo Tag Suggest 
were applied to identify various individuals in photos uploaded from 
mobile phones, Facebook could effectively also have those individu-
als’ physical locations.41 

Some of the personal information retained by Facebook is dis-
played on a user’s profile and is visible to other users by default, un-
less the user changes her privacy settings to specify whether the 
information should be visible to “friends only” or only to specific in-
dividuals.42 The user may even limit access to certain information 
only to herself — for example, in order to create a private photo al-
bum online or to avoid sharing her email address, which she cannot 
delete from Facebook.43 Many users, however, do not understand or 
use these privacy settings.44 

Facebook’s Photo Tag Suggest implicates all of the personal in-
formation in a user’s profile because it connects facial features detect-
ed in newly uploaded photos to that user’s profile with a hyperlink. 
Users manually tag a person in uploaded photos by marking a square 
around the person’s face and providing the person’s name.45 Once a 

                                                                                                                  
36. Facebook Data Use Policy, supra note 30.  
37. Robert Andrews, Facebook has 220 Billion of Your Photos to Put on Ice, GIGAOM, 

Oct. 17, 2012, http://gigaom.com/cloud/facebook-has-220-billion-of-your-photos-to-put-on-
ice; Hearing on What Facial Recognition Technology Means, supra note 30. 

38. Mitchell, supra note 9. 
39. Facebook Data Use Policy, supra note 30. 
40. Id. Facebook may get this information as a geotag uploaded with the photo, contain-

ing its exact latitude and longitude. Kate Murphy, Web Photos That Reveal Secrets, Like 
Where You Live, N.Y. TIMES, Aug. 12, 2010 at B6. 

41. Id.  
42. See Facebook Data Use Policy: Sharing and Finding You on Facebook, FACEBOOK, 

https://www.facebook.com/about/privacy/your-info-on-fb#controlpost (last visited Dec. 22, 
2012). 

43. See generally FACEBOOK, www.facebook.com (Facebook’s account settings do not 
permit a user to delete her primary email address from her account.). 

44. Alessandro Acquisti & Ralph Gross, Imagined Communities: Awareness, Information 
Sharing, and Privacy on the Facebook 12, Presented at Proceedings of Privacy Enhancing 
Technologies Workshop (2006), available at http://www.heinz.cmu.edu/~acquisti/papers/ 
acquisti-gross-facebook-privacy-PET-final.pdf (“[A]mong current members, 30% claim not 
to know whether [Facebook] grants any way to manage who can search for and find their 
profile, or think that they are given no such control.”). 

45. See Vander Veer, supra note 32, at 166–67. 
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person is tagged, her name appears when a user hovers with the 
mouse over the tagged face in the photo.46 Photo Tag Suggest also 
lists the tagged person’s name next to the photo as a hyperlink to the 
person’s profile if she has a Facebook account.47 That profile may 
contain personal information, including e-mail address, phone num-
ber, birthday, gender, religious beliefs, political views, sexual orienta-
tion, and countless personal status updates.48 The information in a 
user’s profile may or may not be visible to a person clicking on the 
hyperlink depending on the selected privacy settings.49 And unless a 
user specifically opts out of being automatically identified in photos, 
Facebook uses tagged photos of that user as training images to identi-
fy the user in newly uploaded photos.50 Having identified the user, 
Facebook then suggests to the person uploading the photo that she tag 
the identified user in the photo, which results in a new hyperlink to 
the identified user’s profile.51 Photo Tag Suggest leverages not only 
Facebook’s vast database of photos, but also user willingness to label 
the photos for fun. 

From Facebook’s Data Use Policy, it appears that Facebook uses 
all tagged photos of an individual as training images without distin-
guishing photos that the user only makes available to certain friends 
through her privacy settings.52 This means that if a user restricts ac-
cess to a photo so that it is only visible to her family, Facebook may 
nevertheless extract biometric data from it and use it with Photo Tag 
Suggest to allow her other Facebook friends to identify her in new 
photos. 

Photo Tag Suggest’s alleged restriction that only a user’s friends 
can use it to automatically identify her in photos does not necessarily 
protect the user from abuse by automatic face recognition. In authori-
tarian countries, in particular, commentators have reported instances 
of dissidents being tortured to disclose their social network pass-
words.53 Government officials can then gain access to a dissident’s 
Facebook account to interact with other dissidents and subsequently, 
tap into dissident plans. Even in democracies, users cannot trust their 
social network friends given that schools, colleges, and future em-
ployers have started demanding user passwords to screen future em-
                                                                                                                  

46. See id. 
47. Justin Mitchell, Making Photo Tagging Easier, THE FACEBOOK BLOG (June 30, 2011, 

8:16 PM), http://blog.facebook.com/blog.php?post=467145887130.  
48. Facebook Data Use Policy: Information We Receive About You, supra note 30. 
49. Id. 
50. See id. 
51. See id. 
52. See generally id. (describing how Facebook uses data collected from users). 
53. Adrian Blomfield, Syria ‘Tortures Activists to Access Their Facebook Pages,’ 

TELEGRAPH (May 9, 2011, 10:26 PM), http://www.telegraph.co.uk/news/worldnews/ 
middleeast/syria/8503797/Syria-tortures-activists-to-access-their-Facebook-pages.html. 
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ployees and monitor students.54 And for users who have some social 
network friends that they do not personally know offline, there is a 
risk that those friends are actually “socialbots.”55 A socialbot is soft-
ware that is designed to behave like a human user and connect with 
users to gather their personal information.56 Thus, for example, if a 
socialbot operator can get access to hundreds of college student pro-
files, the operator could use face recognition technology to identify 
those students on campus and use elements of their offline and online 
activities to create elaborate identity theft schemes.57 Although there 
are laws that already prohibit that type of identity theft,58 users still 
                                                                                                                  

54. See, e.g., ACLU-MN Files Lawsuit Against Minnewaska Area Schools, AMERICAN 
CIVIL LIBERTIES UNION OF MINNESOTA (Mar. 6, 2012), http://www.aclu-mn.org/news/ 
2012/03/06/aclu-mn-files-lawsuit-against-minnewaska-area-schools (noting that a school in 
Minnesota forced student to disclose Facebook password); Bob Sullivan, Govt. Agencies, 
Colleges Demand Applicants’ Facebook Passwords, NBCNEWS.COM (Mar. 6, 2012, 6:13 
AM), http://redtape.msnbc.msn.com/_news/2012/03/06/10585353-govt-agencies-colleges-
demand-applicants-facebook-passwords (stating that applicants for Maryland government 
positions were asked to log onto Facebook during interviews and show friends’ private 
profile information); Jacqui Cheng, Bozeman Apologizes, Backs Down over Facebook Login 
Request, ARS TECHNICA (June 23, 2009, 5:32 PM), http://arstechnica.com/web/news/2009/ 
06/bozeman-apologizes-backs-down-over-facebook-login-request.ars (stating that a Mon-
tana city required all applicants for city positions to provide their social network pass-
words). However, several states, including Maryland, California, and Illinois, have recently 
passed legislation prohibiting future employers and universities from demanding social 
network passwords. Md. Lab. & Empl. Code § 3–712; Cal. Lab. Code § 980; Cal. Ed. Code 
§§ 99120-99121; Ill. Public Act 097-0875.  

55. See Yazan Boshmaf et al., The Socialbot Network: When Bots Socialize for Fame and 
Money, in PROC. OF THE 27TH ANN. COMPUTER SECURITY APPLICATIONS CONF. 2011 93, 
93 (2011), http://lersse-dl.ece.ubc.ca/record/264/files/ACSAC_2011.pdf?version=1; Cyber 
Threats, NETWORKED SYSTEMS LABORATORY, http://netsyslab.ece.ubc.ca/wiki/index.php/ 
Cyber_Threats (last modified July 13, 2012).  

56. Boshmaf et al., supra note 55, at 93; John P. Mello Jr., “Socialbots” Invade Face-
book: Cull 250GB of Private Data, PCWORLD (Nov. 2, 2011, 2:20 PM), 
http://www.pcworld.com/article/243055/socialbots_invade_facebook_cull_250gb_of_privat
e_data.html. 

57. See David D. Clark & Susan Landau, Untangling Attribution, in PROC. OF A 
WORKSHOP ON DETERRING CYBERATTACKS: INFORMING STRATEGIES AND DEVELOPING 
OPTIONS FOR U.S. POL’Y 25, 29 (2010), available at http://www.cs.brown.edu/courses/ 
csci1950-p/sources/lec12/ClarkandLandau.pdf; see also Ashkan Soltani, Face Palm, 
ASHKANSOLTANI.ORG, http://ashkansoltani.org/docs/face_palm.html (last visited Dec. 22, 
2012). 

58. There are a number of state laws that specifically apply to identity fraud based on bi-
ometric data. See, e.g., CAL. PENAL CODE §§ 530.5(a) & 530.55(b) (2011) (“Every person 
who willfully obtains personal identifying information, [including unique biometric data 
such as facial scan identifiers], and uses that information for any unlawful purpose, includ-
ing to obtain, or attempt to obtain, credit, goods, services, real property, or medical infor-
mation without the consent of that person, is guilty of a public offense . . . .”); CONN. GEN. 
STAT. ANN. § 53a–129a (2011) (“A person commits identity theft when such person know-
ingly uses personal identifying information of another person [including unique biometric 
data] to obtain or attempt to obtain . . . money, credit, goods, services, property or medical 
information without the consent of such other person.”); IOWA CODE § 715A.8 (2005) (“A 
person commits the offense of identity theft if the person, [including biometric identifier,] 
with the intent to obtain a benefit fraudulently obtains identification information of another 
person . . . .”); TENN. CODE § 39-14-150 (2012) (“A person commits the offense of identity 
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have the right to be put on notice of the added risks with face recogni-
tion technology so that they may take precautions. In practice, a per-
son who uses Photo Tag Suggest may not actually know the Facebook 
user whom she identifies. There is a risk of misidentification that 
would attribute certain activities to the wrong user.59 The misidenti-
fied user would not necessarily be put on notice of the misidentifica-
tion — for example, if the other user does not complete the tagging 
process so that no hyperlink to the misidentified user’s profile is gen-
erated. As a result, the misidentified user would not be able to correct 
the misidentification, while the other user may assume that the auto-
matic identification is particularly accurate because there is no risk of 
human error.60 But in fact, there is potential for human error given 
that identification uses tags previously generated by Facebook users. 

C. From an Anonymous Face in the Street to a Facebook Profile 

In 2011, privacy researchers at Carnegie Mellon University 
(“CMU”) presented a study of face recognition technology that 
“show[s] that it is possible to start from an anonymous face in the 
street, and end up with very sensitive information about that per-
son.”61 This study exemplifies how the vast amount of data in social 
networks can be misused to essentially place a nametag on each indi-
vidual as she walks around in public — a nametag with a link to all 
her online activities no less. Much like in the above hypothetical on 
socialbots, the CMU researchers took three photos of college students 
on campus and matched them against Facebook photos.62 However, 
they used only those photos that could be viewed on Facebook with-

                                                                                                                  
theft who knowingly obtains, possesses, buys, or uses, the personal identifying information 
of another [including unique biometric data]: (A) With the intent to commit any unlawful 
act including, but not limited to, obtaining or attempting to obtain credit, goods, services or 
medical information in the name of such other person; and (B)(i) Without the consent of 
such other person; or (ii) Without the lawful authority to obtain, possess, buy or use that 
identifying information.”). 

59. Lucas D. Introna & Helen Nissenbaum, Facial Recognition Technology, A Survey of 
Policy and Implementation Issues, CTR. FOR CATASTROPHE PREPAREDNESS AND RESPONSE 
AT N.Y.U. 15 (Apr. 8, 2009), available at http://www.nyu.edu/ccpr/pubs/Niss_04.08.09.pdf 
(discussing how one may determine “the social cost of misidentifying someone in a particu-
lar context or the financial costs of granting access based on misidentification” when using 
face recognition technology). 

60. Id. at 41 (explaining how face recognition technology could “create a situation where 
system recognition risks (mistakes) are disproportionately experienced by a specific group 
based on gender, race, age, etc. [which becomes problematic] . . . . when the assumption is 
made, as it is often the case, that technology is neutral in its decision making process”). 

61. Alessandro Acquisti, Ralph Gross & Fred Stutzman, Face Recognition Study — FAQ, 
http://www.heinz.cmu.edu/~acquisti/face-recognition-study-FAQ (last visited Dec. 22, 
2012). 

62. See Acquisti, supra note 28, at 39. 
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out logging in.63 They further did not use Facebook’s Photo Tag Sug-
gest, but instead applied publicly available face recognition technolo-
gy.64 When combining these two resources, they were able to identify 
nearly one out of three participants in only a few seconds.65 The re-
searchers could even identify one participant — who did not have a 
Facebook profile picture — because he was tagged in his friends’ 
publicly available photos.66 

The CMU study is basically “a proof-of-concept [of an] iPhone 
application that can snap a photo of a person and within seconds dis-
play their name, date of birth and social security number.”67 But on 
March 7, 2012, Face.com — the company that provided the technolo-
gy behind Facebook’s Photo Tag Suggest and recently was acquired 
by Facebook — released an iPhone application with similar capabili-
ties.68 This application, called “KLIK,” identified users’ friends in real 
time as users took photos of them with their camera phones.69 KLIK 
automatically tagged the photos, which could then be uploaded to Fa-
cebook or just stored on the iPhone.70 The application, however, had 
some security flaws that allowed anyone to hack other user accounts 
to be able to identify their Facebook friends in real time.71 After Face-
book acquired Face.com, KLIK was promptly withdrawn from the 
App Store.72 But given that KLIK used data previously collected by 
Facebook, it showed the danger of mere collection and storage of per-
sonal information: even if the original collection may be harmless, the 
data always can be used later in a manner that is contrary to user ex-
pectations.73 

                                                                                                                  
63. Id. at 15, 44. 
64. See id. at 5, 14, 27, 31. 
65. Id. at 30. 
66. See id.  
67. David Goldman, In the Future, Can You Remain Anonymous?, CNN MONEY (Jan. 

13, 2012, 6:22 AM), http://money.cnn.com/2012/01/13/technology/face_recognition/index. 
htm?iid=EL. 

68. See Awesome News — Facebook Acquires Face.com, FACE.COM (June 18, 2012), 
http://face.com/blog/facebook-acquires-face-com/; David Goldman, Real-time Face Recog-
nition Comes to Your iPhone Camera, CNN MONEY (Mar. 12, 2012, 11:13 AM), 
http://money.cnn.com/2012/03/12/technology/iPhone-face-recognition/index.htm.  

69. See Goldman, supra note 68. 
70. Id. 
71. See Soltani, supra note 57 (“Face.com essentially allowed anyone to hijack a KLIK 

user’s Facebook and Twitter accounts to get access to photos and social graph (which ena-
bles ‘face prints’), even if that information isn’t public.” (emphasis in original)). 

72. Steven Musil, Facebook Shuts Down Face.com APIs, Klik App, CNET NEWS (July 8, 
2012, 11:00 AM), http://news.cnet.com/8301-1023_3-57468247-93/facebook-shuts-down-
face.com-apis-klik-app.  

73. See JONATHAN ZITTRAIN, THE FUTURE OF THE INTERNET AND HOW TO STOP IT 232 
(2008) (“[P]eople might make rational decisions about sharing their personal information in 
the short term, but underestimate what might happen to that information as it is indexed, 
reused, and repurposed by strangers.”). 
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III. THEORETICAL FOUNDATION FOR A FACE RECOGNITION 
PRIVACY LAW 

My first inquiry is whether and how the use of face recognition 
technology in social networks threatens privacy. Looking only to var-
ious privacy laws will not address this issue because the law has not 
kept up with information flows in social networks and cutting-edge 
face recognition technology. Even if the law were up to speed with the 
current technologies, it may not tell us what privacy interests ought to 
be protected, as it tends to reflect various political compromises.74 
These compromises are particularly skewed in privacy laws because 
privacy is often balanced against interests that are much more con-
crete.75 Furthermore, as I explain below when exploring state laws 
with respect to biometric data, sometimes even applicable laws do not 
effectively regulate behavior due to the lack of effective enforcement. 
Therefore, to assess whether the law adequately protects privacy in 
this context, we need to establish some frame of reference that is in-
dependent of the current law. We need a conceptual understanding of 
what privacy interests are at play. 

I analyze the privacy implications of face recognition technology 
in social networks by applying Professor Helen Nissenbaum’s theory 
of contextual integrity. In so doing, I break from several traditional 
conceptualizations of privacy.76 These conceptualizations appear un-
suitable for analyzing the technologies at issue. To show why Profes-
sor Nissenbaum’s theory is particularly appropriate in this context, I 
begin this section with a brief survey of the five privacy theories that I 
find to be less applicable: namely, (1) the right to be let alone; 
(2) theories based on limited accessibility and secrecy; (3) the right to 
control personal information; (4) the individuality theory; and (5) the 
pragmatic approach to privacy. After discussing why these theories 
are ill-suited for my analysis, I outline the contextual integrity theory 
and apply it to the problem at hand to establish that face recognition 
technology in social networks in fact violates privacy. Finally, I coun-
ter the identified privacy concern with the interest in protecting the 
                                                                                                                  

74. See DANIEL J. SOLOVE & PAUL M. SCHWARTZ, INFORMATION PRIVACY LAW 39 
(2008). 

75. LESSIG, supra note 7, at 200–01 (“[W]ith privacy, the interests threatened are diffuse 
and disorganized, . . . . [while] the values on the other side of protection (security, the war 
against terrorism) are compelling and well understood.” (emphasis in original)); see also 
DANIEL J. SOLOVE, UNDERSTANDING PRIVACY 7 (2008) (“The interests on the other side [of 
privacy] — free speech, efficient consumer transactions, and security — are often much 
more readily articulated.”) [hereinafter SOLOVE, UNDERSTANDING PRIVACY]. 

76. Daniel Solove, Conceptualizing Privacy, 90 CAL. L. REV. 1087, 1095 (2002) (de-
scribing as “traditional” a number of privacy theories that have sought to “articulate what 
separates privacy from other things, what makes it unique, and what identifies it in its vari-
ous manifestations”) [hereinafter Solove, Conceptualizing Privacy]. 
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flexible features of the Internet that invite innovation — something 
that I believe any protection of online privacy ought to take into ac-
count. 

A. Only Bedrooms and Secrets Used To Be Private 

Instantaneous photographs and newspaper enterprise 
have invaded the sacred precincts of private and do-
mestic life; and numerous mechanical devices threat-
en to make good the prediction that “what is 
whispered in the closet shall be proclaimed from the 
house-tops.”77 

So wrote Samuel Warren and Louis Brandeis in 1890, clearly ag-
onizing about the possible invasion into the “domestic life” in private 
homes — metaphorically described as “the closet.” The “devices” 
they were worried about likely included inventions such as Kodak’s 
1884 handheld “snap cameras.”78 Marketed with the slogan “You 
press the button, we do the rest,”79 these cameras were dubbed the 
“chief enemy of privacy in modern life” by one prominent commenta-
tor at the time.80 In response to the rapid developments in norms and 
technology, Warren and Brandeis proposed a “right ‘to be let alone,’” 
quoting Judge Thomas McIntyre Cooley.81 Decades later, then-Justice 
Brandeis applied this right in Olmstead v. United States, dissenting 
from the majority view that wiretapping did not violate the Fourth 
Amendment because there was no physical invasion of the home.82 
Arguing that “[i]t is . . . immaterial where the physical connection 
with the telephone wires leading into the defendants’ premises was 
made,”83 Justice Brandeis wrote that:  

 
The makers of our Constitution undertook to secure 
conditions favorable to the pursuit of happiness. 
They recognized the significance of man’s spiritual 
nature, of his feelings and of his intellect. They knew 
that only a part of the pain, pleasure and satisfactions 
of life are to be found in material things. They sought 

                                                                                                                  
77. Samuel D. Warren & Louis D. Brandeis, The Right to Privacy, 4 HARV. L. REV. 193, 

195 (1890). 
78. See DANIEL J. SOLOVE, THE DIGITAL PERSON 57 (2004) [hereinafter SOLOVE, THE 

DIGITAL PERSON]. 
79. DANIEL J. SOLOVE, THE FUTURE OF REPUTATION: GOSSIP, RUMOR, AND PRIVACY ON 

THE INTERNET 108 (2007) [hereinafter SOLOVE, FUTURE OF REPUTATION]. 
80. Id. at 107–08 (quoting E. L. Godkin). 
81. Warren & Brandeis, supra note 77, at 195. 
82. 277 U.S. 438, 478 (1928) (Brandeis, J., dissenting). 
83. Id. at 479. 
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to protect Americans in their beliefs, their thoughts, 
their emotions and their sensations. They conferred, 
as against the government, the right to be let alone — 
the most comprehensive of rights and the right most 
valued by civilized men.84 
 

Justice Brandeis’ dissent in Olmstead, as well as subsequent case 
law,85 extended the scope of privacy protection beyond the four walls 
of the home. But the vague notion that privacy only protects truly 
“private spaces” remained.86 

Over the years, courts and scholars have elaborated on the scope 
of the right to be let alone.87 Nevertheless, Professor Ruth Gavison 
argues that the scope of the right remains frustratingly limited because 
it “excludes from the realm of privacy all claims that have nothing to 
do with [certain] highly personal decisions, such as an individual’s 
unwillingness to have a file in a central data-bank,” to pay taxes, or to 
join the army.88 Nor would the right to be let alone cover those who 
do not want to be listed in a biometric database. 

More problematically for our analysis, this right primarily applies 
“as against the government.”89 But privacy claims arising out of the 
use of face recognition technology in social networks would probably 
be invoked either against a social network or fellow users of that net-
work. Certainly, in most cases, there would be no claims against the 
government.90 Instead, we need a theory that can address widespread 
user sharing of photos with their friends — who may be a very large 
group of individuals dispersed around the world. Still more problem-
atic, with social networks we primarily do not worry about infor-
mation that is “whispered in the closet.” 

                                                                                                                  
84. Id. at 478. 
85. See, e.g., Katz v. United States, 389 U.S. 347, 358–59 (1967) (holding that wiretap-

ping violates an individual’s reasonable expectation of privacy); Kyllo v. United States, 533 
U.S. 27, 34–35 (2001) (holding that the reasonable expectation of privacy precludes the use 
of a thermal imaging device to monitor the inside of a home from the outside). 

86. SOLOVE, UNDERSTANDING PRIVACY, supra note 75, at 110; see also LESSIG, supra 
note 7, at 201. 

87. See, e.g., Ruth Gavison, Privacy and the Limits of Law, 89 YALE L.J. 421, 433, 436–
38 (1980). 

88. Id. at 437–38.  
89. Olmstead v. U.S., 277 U.S. 438, 478 (1928) (Brandeis, J., dissenting). 
90. See, e.g., Gavison, supra note 87, at 439 (“[T]he typical privacy claim is not a claim 

for noninterference by the state at all.”); Ryan Budish, Note, In the Face of Danger: Facial 
Recognition and the Limits of Privacy Law, 120 HARV. L. REV. 1870, 1873, 1881–82 (2007) 
(pointing out that “with the exception of Professor Jonathan Zittrain, legal scholars have 
missed the greatest threat to modern privacy: ourselves.”). 



No. 1] Developing Face Recognition Privacy 181 
 

1. The Accessibility and Secrecy Theories 

While criticizing the right to be let alone, Professor Gavison ad-
vocates for another privacy theory, which can be described as “con-
cern over our accessibility to others.”91 Though fairly similar to the 
right to be let alone, this accessibility theory is more specific in scope 
as it is based on the protection of three particular elements: “secrecy, 
anonymity, and solitude.”92 Professor Daniel Solove has criticized 
these elements as mostly inapplicable to the “collection, storage, and 
computerization of information.”93 If Solove were correct about this 
inapplicability, the theory would also not apply to issues involving 
biometric databases. But as I discuss below, the collection and aggre-
gation of biometric data certainly affects our ability to remain anony-
mous in public — arguably implicating the anonymity element.94 
However, the accessibility theory is nevertheless problematic for face 
recognition technology in social networks because it only discusses 
collection and aggregation of secret information. It does not discuss 
aggregation of non-secret information to de-anonymize individuals.95 
In so doing, this theory adopts Judge Richard Posner’s earlier concep-
tualization of privacy as secrecy and “concealment of information.”96 
Like the accessibility theory, the secrecy theory also fails to encom-
pass photos shared with hundreds of friends in a social network. 

2. The Control Theory 

Professor Charles Fried has further modified the secrecy theory 
by arguing that “[p]rivacy is not simply an absence of information 
about us in the minds of others; rather it is the control we have over 
information about ourselves.”97 Control over the information that we 
share is essential to social relationships.98 We establish intimate rela-
tionships of love and friendship by sharing our “actions, beliefs, or 
emotions” with particular individuals.99 Broadly, this privacy theory 
could apply to the sharing of photos with a close circle of friends to 
establish a certain degree of intimacy. But writing decades before the 
first social networks — which have come to blur the public and pri-
                                                                                                                  

91. Gavison, supra note 87, at 428–36. 
92. Id. at 433. 
93. Solove, Conceptualizing Privacy, supra note 76, at 1105 (arguing that “the collection, 

storage, and computerization of information . . . often do not reveal secrets, destroy ano-
nymity, or thwart solitude.” (internal quotations and citations omitted)). 

94. See supra Part IV.E. 
95. Gavison, supra note 87, at 429–31. 
96. Richard Posner, THE ECONOMICS OF JUSTICE 231–33 (1983). 
97. Charles Fried, Privacy, 77 YALE L.J. 475, 482 (1968) (emphasis in original). 
98. Id. at 485. 
99. Id. at 484. 
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vate distinction — Professor Fried argued that “the control over pri-
vacy must be limited by the rights of others,” and “the more one ven-
tures into the outside . . . the more one must risk invasions of pri-
privacy.”100 This theory of privacy as “control over information” thus 
suggests that users who share photos in social networks venture so far 
out in public that they must accept the risk of losing control over the 
information in those photos, including their biometric data. Yet stud-
ies have shown that people consider the information they post in so-
cial networks as private in the sense that they may not want to share it 
with certain people.101 Accordingly, we need a privacy theory that can 
address individual desire for privacy despite widespread sharing of 
information with friends. This very recent problem calls for a contem-
porary understanding of privacy. 

3. The Individuality Theory 

Perhaps least applicable to face recognition technology in social 
networks is Professor Edward Bloustein’s conceptualization of priva-
cy as protection of “individuality” and “personal dignity.”102 The Su-
preme Court has applied this theory in cases regarding “marriage, 
procreation, contraception, family relationships, and child rearing.”103 
But the everyday posting of photos in social networks likely does not 
relate to this formulation of individuality, which appears to be more 
concerned about protecting an individual’s life-defining choices. 

4. The Pragmatic Theory 

In contrast to the traditional privacy theories discussed above, 
Professor Solove has proposed a “pragmatic approach” to privacy that 
rejects the idea that privacy can be defined as a single concept suitable 
for diverse contexts.104 Criticizing many other privacy theories for 
trying to analyze privacy in the abstract, he argues that it should be 
theorized “bottom up” by identifying an undesirable disruption of a 
socially valuable practice.105 To Professor Solove, privacy does not 

                                                                                                                  
100. Id. at 486. 
101. danah boyd, The Future of Privacy: How Privacy Norms Can Inform Regulation, 

Address at the International Conference of Data Protection Commissioners (Oct. 29, 2010) 
[hereinafter boyd, The Future of Privacy], available at http://www.danah.org/ 
papers/talks/2010/PrivacyGenerations.html. 

102. Edward J. Bloustein, Privacy as an Aspect of Human Dignity: An Answer to Dean 
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103. Solove, Conceptualizing Privacy, supra note 76, at 1117. 
104. SOLOVE, UNDERSTANDING PRIVACY, supra note 75, at 10; Solove, Conceptualizing 
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105. Id. at 1091–92, 1129–30. 
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have an intrinsic value.106 Rather, it serves to promote other values, 
such as “self-creation, independence, autonomy, creativity, imagina-
tion, counter-culture, freedom of thought, and reputation.”107 His the-
ory is helpful for dealing with new technologies because it is not 
based on traditional theories of private space or secret information. 
Yet applying it to face recognition technology in social networks is 
nevertheless problematic because it requires us to make assumptions 
without a clear theoretical framework. Pursuant to the pragmatic theo-
ry, one could argue that face recognition technology violates privacy 
because it disrupts the socially valuable practice of online socializing. 
Arguably, the technology disrupts this practice by exposing users to 
various risks and by having a chilling effect on the sharing of experi-
ences with friends. But this reasoning appears circular because in or-
der to analyze whether there is a privacy violation, we need first to 
assume that social networks are valuable and face recognition tech-
nology is disruptive. The assumptions may seem intuitive, but how do 
we choose it over the inverse: that the technology is valuable (because 
it helps us to remember our contacts) and the social networks actually 
disrupt that practice by connecting an automatically generated tag to 
aggregated personal information on a user’s profile?108 The pragmatic 
approach does not yet seem to offer a clear formula for how we 
should make these underlying assumptions with respect to novel tech-
nologies. 

B. “Traditional Privacy” Is Dead; Long Live “Contextual Integrity” 

As I discuss in the previous section, applying traditional theories 
of privacy to social networks and other online platforms frequently 
results in a mismatch. Some theories seek to protect private spaces 
like one’s home.109 But there are no such spaces online. Other theories 
focus on secrets110 — but in social networks individuals voluntarily 
share information with hundreds of friends every day, some of whom 
they have never met in person. Does this mean that privacy is dead or 

                                                                                                                  
106. Id. at 1145. 
107. Id. at 1145–46. 
108. See, e.g., Budish, supra note 90, at 1874 (“Images flood the Web because it is so 

easy and cheap to publish photos, but it is the ability to sift through this sea of data that 
threatens to erase the boundary people so carefully construct between their public and pri-
vate lives.”). 

109. See SOLOVE, UNDERSTANDING PRIVACY, supra note 75, at 110 (discussing Kyllo v. 
U.S., 533 U.S. 27 (2001), in which the United States Supreme Court concluded that the 
Fourth Amendment protected a person’s home from unauthorized search from thermal 
imaging devices); see also LESSIG, supra note 7, at 201. 

110. See SOLOVE, UNDERSTANDING PRIVACY, supra note 75, at 21–24. 
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simply taking a different form?111 While sharing information online 
with hundreds of friends, an individual may have a sense that this in-
formation is, nevertheless, very personal. The individual may not 
want her employer to read it. She may not want it to be accessible to 
certain government entities. And she may not want a stranger to get a 
first impression of her solely based on this information. 

Professor Nissenbaum addresses user online privacy practices in 
her theory of contextual integrity.112 Departing from the traditional 
distinction between private and public information, she focuses in-
stead on the context in which the information is shared and the norms 
governing that context.113 She thus analyzes online flows of infor-
mation, both private and public, by: 

(1) Determining the relevant “context” of the par-
ticular flow; 

(2) Identifying the parties to the flow, including the 
“sender,” the “recipient,” and the “subject” of the in-
formation; 

(3) Identifying the nature of the information, by con-
sidering the different information types involved in 
the flow; 

(4) Identifying the relevant “transmission princi-
ples”; 

(5) Based on these factors, determining the applica-
ble “informational norms” that have developed in an 
analogous context offline and applying the norms to 
the informational flow.114 

This analysis relies on prescriptive norms of how information 
ought to flow, which individuals follow because of a sense of societal 
expectations.115 An information flow that does not follow the norms 
for the relevant context violates contextual integrity, resulting in a 

                                                                                                                  
111. See Bobbie Johnson, Privacy No Longer a Social Norm, Says Facebook Founder, 

GUARDIAN (Jan. 10, 2010, 8:58 PM), http://www.guardian.co.uk/technology/2010/jan/11/ 
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112. HELEN NISSENBAUM, PRIVACY IN CONTEXT: TECHNOLOGY, POLICY, AND THE 
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113. See id. at 125–6.  
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115. Id. at 138.  
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privacy violation.116 In particular, a flow is presumed to violate priva-
cy if it changes the nature of the information or its transmission prin-
ciples or makes the information available to additional parties.117 This 
presumption can be overruled only if the change is “morally or politi-
cally superior” to the old norms.118 A change may be superior if it 
positively affects an important concern for the society, such as “au-
tonomy and freedom[,] . . . power structures[,] . . . justice, fairness, 
equality, social hierarchy, [and] democracy.”119 And even if a change 
benefits some of these concerns, those benefits should be weighed 
against the interests of the relevant context.120 

The introduction of the E-ZPass, for example, expanded the num-
ber of recipients of information about our travels from only the toll 
road personnel to E-ZPass employees at remote locations and the 
DMV.121 E-ZPasses arguably also changed the nature of the infor-
mation by recording a car’s location, which could, for example, show 
that the car has been driving too fast.122 For now, drivers still have the 
option to pay cash.123 But were that option completely eliminated such 
that travel information had to be transmitted to the DMV and other 
third parties, that would change the rules for how the information is 
transmitted, which is what Professor Nissenbaum calls a change in 
“transmission principles.”124 

Given that a violating flow can pertain to information that would 
traditionally be considered public — such as a blog post — Professor 
Nissenbaum uses the term “privacy” only because it historically has 
been invoked to characterize disruptions of informational norms.125 
So, while privacy, as we once knew it, may be dead or outdated, it has 
been reincarnated as “contextual integrity.” 

It is also important to note that some online applications do not 
have a “brick-and-mortar precursor” that can provide the relevant in-
formational norms for this contextual analysis.126 This is the case with 
social networks, search engines, and other platforms that integrate 
products with user-generated content.127 When there are no existing 
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norms, Professor Nissenbaum suggests that we consider the “underly-
ing standards, derived from general moral and political considerations 
as well as the ends, purposes, and values of respective contexts.”128 
Social networks, for example, can be analyzed by considering their 
purposes — such as social interaction, political engagement, or pro-
fessional networking.129 

C. How the Use of Face Recognition Technology in Social Networks 
Violates Contextual Integrity 

If we think of posting photos on Facebook primarily as social in-
teraction, we could analogize this practice to someone showing a pho-
to album from a recent trip to a few friends over coffee. Extraction of 
biometric data then would be analogous to one of my friends secretly 
snapping photos of my album with his camera and forwarding them to 
a third party, who in turn uses them to identify me in other contexts. 
When analogizing to an offline situation, we can see clearly that such 
behavior would violate the social norms governing my coffee session. 
I would be showing pictures only to share my travel experiences with 
my friends, but the information would be used to identify me in a 
completely different context without my knowledge. 

The same is true in the online context. If I were to post a photo on 
my Facebook wall of myself from a recent trip, I could expect my 
friends to “like” it or maybe comment on it. But I would not expect 
them to share it with others in a private Facebook group in which I am 
not a member. I would also not expect them to share it on their walls 
and limit their privacy settings such that I could not see my own photo 
being shared. In other words, the social norms governing sharing pho-
tos with friends translate rather well into the online environment — at 
least as between social network users. 

Assuming that the context of posting photos on Facebook can be 
analogized to sharing photos with friends, Facebook’s Photo Tag 
Suggest can be said to violate the existing social norms because 

(1) Facebook changes the nature of the information 
from a photo that cannot necessarily be used to rec-
ognize the user in other photos to biometric data that 
allows someone who does not know that user to 
identify her with varying degrees of accuracy. 
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(2) Facebook introduces new recipients to the infor-
mation flow beyond the recipients that the user se-
lects when posting a photo on Facebook. The user in-
intends to share the photo with the limited number of 
friends that she specifies in her privacy settings for 
that particular photo, whereas Photo Tag Suggest ex-
tracts biometric data and makes it available to all of 
her Facebook contacts who may choose to automati-
cally identify her in new photos. 

(3) Facebook changes the transmission principle 
from one where the user can delete all her photos and 
tags of her so that others cannot find her on Face-
book to a situation where her personally identifiable 
information is stored in a biometric database beyond 
her control. In fact, the recent introduction of KLIK, 
which automatically identified users in real time, 
shows how little control users have over their bio-
metric data in Facebook.130 

By altering the nature of the information users share, the number 
of recipients that have access to this information, and the transmission 
principles governing the information, the Photo Tag Suggest presents 
“a prima facie violation of [users’] contextual integrity.”131 The stated 
value of the Photo Tag Suggest is to allow “users [to] more efficiently 
tag their friends in photos.”132 It does not appear to serve any of the 
important social concerns that can sometimes overcome a presumed 
contextual integrity violation.133 

I apply Professor Nissenbaum’s theory of contextual integrity on-
ly to identify the privacy violation that arises out of the combination 
of these technologies. According to her theory, the solution in most 
cases is to categorically avoid any violating flows.134 While this solu-
tion is wise in many situations — particularly when dealing with 
strictly noncommercial online uses, like Wikipedia and Open-
StreetMap — here, I offer a more nuanced solution tailored specifical-
ly to face recognition technology in social networks. As I explain 
below, I believe this multifaceted solution is appropriate to avoid un-
duly burdening the development of these technologies by prohibiting 
their use altogether. My analysis is consistent with Professor Nissen-
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baum’s theory because she has also suggested that specific solu-
tions — such as a particular notice and consent model — may be 
more appropriate for face recognition technology that connects a face 
to other information in a database.135 

D. Balancing Privacy Protection with Online Innovation 

One salient aspect of privacy protection is that it tends to be bal-
anced against other important interests such as national security, free-
dom of speech, and innovation.136 Online innovation is the one 
interest mainly implicated when regulating social networks.137 To give 
one example: a common privacy problem with social networks is that 
they constantly alter how they use personal information.138 One day, 
user photo tags are mere annotations to photos. The next day, they are 
used to extract users’ biometric data to find them in new photos. 
While this may be a disturbing development for users who feel that 
they have no control over their photos, it also reflects social networks’ 
rapid innovation.139 Mark Zuckerberg, Facebook’s young CEO, con-
siders this to be a feature of the “Hacker Way,” which “is an approach 
to building that involves continuous improvement and iteration.”140 
Given this building method, if privacy regulations were to require 
Facebook to provide notices of every change months in advance, it 
would probably severely limit Facebook’s ability to develop new ser-
vices in exchange for a limited benefit of greater predictability.141 

The potential constraint on today’s Facebook tells only half the 
story — privacy regulations could have a far more devastating effect 
on innovation in smaller companies. Much innovation in the infor-
mation age comes not from already established companies, like Face-
book or Google, but from small startups and other “outsiders” that do 
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not get a paycheck to come up with new solutions.142 Indeed, the most 
innovative aspects of Facebook as a socializing platform were imple-
mented in its early days by a college student.143 This is because the 
Internet offers a platform for projects that require very little capital 
investment — thus lowering the barriers to entry.144 Developers can 
build their projects in the so-called “‘application layer’” of the Inter-
net, on top of its physical infrastructure, without complete compre-
hension of every aspect of the network.145 And because it is an open 
platform, it encourages users to play with the technology, which in 
turn may lead to innovation.146 Online innovators often do not have 
funds to defend against litigation and are therefore wary of particular-
ly regulated markets where the threat of lawsuits is high.147 In short, 
any privacy regulation needs to avoid creating a litigious environment 
that deters innovation and instead preserve the flexible qualities of the 
Internet that foster experimentation.148 

I now turn to how regulation of face recognition technology could 
potentially impact innovation. Obviously, a blanket prohibition of 
face recognition technology would prevent the use and further devel-
opment of an innovative technology. Cameras use automatic face 
recognition technology to focus lenses on a face.149 With recent ad-
vancements in technology, users can now fully take advantage of the 
vast memory capacity of their digital cameras by taking countless 
photos and sorting them online.150 The use of this technology in social 
networks further creates or strengthens social connections between 
friends. If I were to upload photos from a party and automatically find 
and tag my friends in those photos via Photo Tag Suggest,151 they 
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would be notified and could start chatting about the night and re-
living their experiences. Also, regulating the flow of personal infor-
mation in social networks could limit third-party innovation that uses 
social networks’ open Application Programming Interface (“API”) 
platforms.152 To put this in context, by 2007, third-party developers 
had built some 5,000 applications using Facebook’s API.153 The third-
party developers’ ability to use the information gathered by a social 
network helps them offer new services without having to invest in 
developing their own social network. Finally, regulations could limit 
social networks’ ability to provide new services because they are 
funded through advertising that relies on their users’ data.154 To avoid 
these and other restrictions on innovation, it is important to design 
regulations so that they do not completely prohibit any specific tech-
nologies or completely restrict the online flow of information. 

This is the fine balance that my proposal in Part V tries to main-
tain. While requiring greater transparency of data use practices, my 
proposal would not prohibit social networks from sharing data with 
third-party developers and advertisers. Likewise, although I recognize 
that improved notice and consent requirements alone fail to offer suf-
ficient protection, I do not invite more rigorous privacy laws. Instead, 
my proposal supplements the legal requirements with non-legal solu-
tions that I believe will have a less stifling effect on innovation.155 For 
example, by proposing greater reliance on data portability and net-
work interoperability standards as well as distributed networks, my 
proposal gives users greater bargaining power with respect to data 
use. At the same time, these solutions could actually facilitate innova-
tion.156 The purpose here is not to exhaustively analyze whether this 
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proposal will burden innovation. Rather, it is to show why I have opt-
ed for a multifaceted regulatory model rather than proposing a legal 
reform that would either completely prohibit the use of face recogni-
tion technology in social networks or impose some other legal hur-
dles. 

Of course, any privacy regulation — however well intentioned — 
could restrict innovation in completely unpredictable ways. Histori-
cally, heightened “regulability” of technologies has often provided 
platforms that limit innovative capacity.157 Scholars have therefore 
warned against regulating “technolog[ies] in transition.”158 To be sure, 
leaving social networks completely unregulated could contribute to 
future innovation that we cannot even anticipate today, but it seems 
that the cost to privacy would be too high. Although “the Internet and 
Web generally thrive on lack of regulation,” even the father of the 
Web acknowledges “some basic values have to be legally pre-
served.”159 

Another reason we should not leave social networks completely 
unregulated is that the lack of regulation could backfire if the technol-
ogy were to hit a political nerve.160 As Professors Jonathan Zittrain 
and Lawrence Lessig have argued, the Internet’s openness and capaci-
ty for innovation can also be used for malevolent purposes.161 If those 
harmful uses were to produce “the Internet’s equivalent of 9/11,” the 
political reaction would be something like the Patriot Act — an argu-
ably drastic overreaction.162 When it comes to privacy, the triggering 
event need not be quite as dramatic as 9/11 — as long as it hits close 
to home. For instance, after Justice Robert Bork’s rather innocuous 
video rental records were leaked to the press during his Supreme 
Court nomination hearings in 1987, members of Congress realized 
that there was no legislation to protect them from suffering the same 
fate and swiftly passed the Video Privacy Protection Act 
(“VPPA”).163 While not nearly as disproportionate as the Patriot Act, 
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the VPPA is nevertheless ill conceived because it inexplicably singles 
out video rental records and does not protect records of library bor-
rowing, media purchases, or other “intellectual vitamins.”164 Given 
that face recognition technology in social networks violates contextual 
integrity,165 the combination of these technologies will continue to 
offend user notions of privacy. But the day the Photo Tag Suggest 
automatically identifies a politician’s minor daughter being intimate 
with her boyfriend in a park, extreme legislation will likely follow. 
The legislative response could be a complete prohibition on face 
recognition technology or it could be more extreme. It will likely not 
be subject to a careful analysis to ensure that the resulting legislation 
does not unduly stifle innovation. Thus, rather than waiting for a pri-
vacy-geddon, we may want to prevent the problem with smaller trade-
offs.166 

IV. DOES AUTOMATIC FACE RECOGNITION VIOLATE CURRENT 
PRIVACY LAWS? 

The discussion in Part III sought to illustrate the theoretical foun-
dation for regulating face recognition technology in social networks to 
protect privacy. Here, I will survey existing laws to show why face 
recognition technology is not already sufficiently regulated. Specifi-
cally, I will review: 

(1) Section 5 of the Federal Trade Commission Act 
and the Children’s Online Privacy Protection Act; 

(2) The Illinois Biometric Information Privacy Act; 

(3) Section 503.001 of the Texas Business and 
Commerce Code regulating “Capture and Use of Bi-
ometric Identifier”; 

(4) Various bills that have been considered by the 
California legislature; and 
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(5) The tort of seclusion. 

I will show that these laws are deficient in addressing this prob-
lem. Their deficiencies will serve as the basis for my proposal in 
Part V. 

A. Face Recognition as an Unfair and Deceptive Trade Practice 
Under the Federal Trade Commission Act and Children’s Online 

Privacy Protection Act 

Section 5 of the Federal Trade Commission (“FTC”) Act prohib-
its “unfair or deceptive acts or practices in or affecting commerce.”167 
Central to this provision is the promotion of a fair and competitive 
market based on “informed consumer choice.”168 As I will explain, 
Facebook’s Photo Tag Suggest may qualify as an unfair and deceptive 
trade practice based on the FTC’s prior interpretations of Section 5. 
But the FTC Act generally does not provide sufficient clarity about 
what information and consent procedures are necessary to constitute 
informed consumer choice. 

On June 10, 2011, the Electronic Privacy Information Center 
(“EPIC”) asked the FTC to investigate and enjoin Facebook’s face 
recognition technology.169 It claimed that Facebook’s online terms led 
users to upload photos with the expectation that they would continue 
to control those photos.170 Yet Facebook then allegedly collected bi-
ometric data from user photos without their knowledge or consent and 
used this data to identify users in new photos.171 EPIC argued that this 
was unfair and deceptive under Section 5 of the FTC Act.172 

The FTC has previously found various Facebook practices to be 
unfair and deceptive.173 For example, the FTC did not approve of 
changes to Facebook’s site that made certain information about users 
publicly accessible without first getting their consent.174 It also disap-
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proved of Facebook giving third-party applications access to nearly all 
users’ data after promising those users that it would only share the 
data that was needed to run the applications.175 Facebook further acted 
unfairly when sharing user information with their friends’ third-party 
applications after those users had specified that they wished that in-
formation to be shared with their “Friends Only.”176 Finally, Facebook 
could not share user personal information with advertisers after stating 
that it would not do so.177 

As another example, the FTC has found that Google violated Sec-
tion 5 when it used Gmail user contacts for its social networking tool, 
Google Buzz, without user consent.178 The FTC found that, according 
to Google’s representations, user information should only have been 
used to provide Gmail services.179 As Google then used Gmail con-
tacts to automatically generate connections in its new social network-
ing site without user consent, the FTC found Google’s representations 
to be a deceptive trade practice in violation of Section 5.180 

Extracting biometric data from user photos without their consent 
is comparable to Facebook’s past practices that the FTC found to vio-
late Section 5. It is comparable to, if not more “deceptive” than, using 
Gmail user contacts in Google Buzz. While Gmail user contacts were 
still used as “contacts” in Google Buzz (albeit publicly visible con-
tacts), users who uploaded photos to Facebook could not expect that 
years later those photos would be scanned for biometric data to identi-
fy them in other photos without their knowledge or consent.181 In oth-
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er words, the Photo Tag Suggest used personal information in an en-
tirely new and unpredictable manner. 

The problem is that “unfair or deceptive” is a very ambiguous 
standard.182 A court may defer to the FTC’s interpretation of the scope 
of Section 5.183 But until the FTC takes a stand, a company does not 
have clear instructions for what is considered “deceptive” with respect 
to new technologies and what it needs to do to comply with Section 5. 
It is, for example, unclear whether extraction of biometric data from 
photos is a completely new use of information, or whether it can be 
encompassed within Facebook’s broad statement about how it will use 
all information it receives “in connection with [its] services.”184 It is 
likewise unclear whether specific user consent is required or whether 
the ability to opt out is sufficient.185 These ambiguities create a race to 
the bottom whereby online businesses narrowly interpret privacy laws 
in order to gain a competitive edge. 

It could also be argued that Facebook’s Photo Tag Suggest vio-
lates the Children’s Online Privacy Protection Act (“COPPA”)186 by 
collecting biometric data from the 7.5 million Facebook users that are 
under the age of thirteen and linking new photos to those user pro-
files.187 In essence, COPPA requires the FTC to make rules that re-
quire a website that is “targeted to children” or has “actual 
knowledge” that it collects information from children to notify them 
about how their information is collected, used, and disclosed and “ob-
tain verifiable parental consent.”188 Implementing regulations “prohib-
it[] unfair or deceptive acts or practices in connection with the 
collection, use, and/or disclosure of personal information from and 
about children on the Internet.”189 The FTC can further litigate 
COPPA violations under the FTC Act.190 Various problems with 
COPPA have been discussed at length elsewhere.191 But most im-
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portantly for our purposes, COPPA suffers from the same ambiguities 
as the FTC Act, in that it is unclear whether (and what) notice and 
parental consent is required for biometric data.192 

B. Illinois Biometric Information Privacy Act 

What appears to be missing from the FTC Act and COPPA, for 
the purposes of face recognition, are provisions identifying collection 
and use of biometric data as a new practice that requires specific and 
informed consent. Such provisions can be found in the Illinois Bio-
metric Information Privacy Act.  

In 2008, the Illinois legislature worried that “[m]ajor national 
corporations ha[d] selected the City of Chicago and other locations in 
th[e] State as pilot testing sites for new applications of biometric-
facilitated financial transactions.”193 Illinois addressed this by requir-
ing companies to notify an individual and obtain a written release be-
fore collecting the individual’s biometric information, including “face 
geometry.”194 Crucially, individuals must know about the “purpose 
and length of term for which . . . biometric information is being col-
lected, stored, and used.”195 Once a company has collected biometric 
data, it may not disclose it without individual consent, unless the law 
requires disclosure.196 

The Illinois legislation avoids some of the pitfalls identified in the 
FTC Act and COPPA when dealing with automatic face recognition. 
It clearly specifies what type of information a company needs to pro-
vide to individuals before collecting their biometric data.197 It also 

                                                                                                                  
Implemented_Is_Misinterpreted_by_Public. 

192. One reason for this ambiguity is that it is unclear whether biometric data falls within 
COPPA’s definition of “personal information,” which includes:  

(A) a first and last name; 
(B) a home or other physical address including street name and name 
of a city or town; 
(C) an e-mail address; 
(D) a telephone number; 
(E) a Social Security number; 
(F) any other identifier that the Commission determines permits the 
physical or online contacting of a specific individual; or 
(G) information concerning the child or the parents of that child that 
the website collects online from the child and combines with an iden-
tifier described in this paragraph.  

15 U.S.C. § 6501(8) (2006). Biometric data would seem to fall under subsections (F) and 
(G), but until the FTC acts to enforce these provisions with respect to face recognition tech-
nology, companies plainly cannot be certain of the scope of these provisions.  

193. 740 ILL. COMP. STAT. ANN., § 14/5(b) (West 2012). 
194. Id. §§ 14/10, 14/15(b)(1),(3). 
195. Id. § 14/15(b)(2). 
196. Id. § 14/15(d). 
197. Id. § 14/15(b)(1)(2). 
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specifies that individual’s need to opt in to the collection and use of 
biometric data — and that opt-out consent will not suffice.198 What is 
unclear, however, is whether individuals are able to provide written 
release in electronic format to allow the collection and use of biomet-
rics in social networks.199 

This legislation also has a number of broader problems — the 
most obvious of which is that it only applies in Illinois or to transac-
tions with sufficient nexus to the state.200 Given the global scope of 
Internet companies such as Facebook, different state laws create a 
fragmented legislative landscape that is difficult on small businesses 
while not necessarily offering more protection to online users. Federal 
legislation is more desirable, though even that may be too limited in 
geography. The European Union members, for example, have sought 
to harmonize their national data protection laws into binding EU leg-
islation to address today’s global information flows.201 

Second, it is questionable whether biometric-specific legislation 
provides protection for users. The Center for Democracy and Tech-
nology has cautioned, “if consumer profiling and tracking via facial 
recognition or other biometrics were curtailed, consumers would still 
be profiled and tracked through innumerable alternative methods.”202 
It therefore encouraged Congress to adopt comprehensive data protec-
tion legislation rather than discretely addressing automatic face 
recognition.203 Indeed, broader regulation is important given that indi-
viduals could be identified and connected to their online profiles even 
without biometric processing through geolocation in mobile phones or 
some yet unknown future technology.204 
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TIMES, Aug. 12, 2010, at B6. 
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Finally, unlike the FTC Act, the Illinois law is not enforced by an 

agency.205 Instead, it creates a private right of action for aggrieved 
individuals.206 This is particularly problematic for privacy in social 
networks, where users are often not fully apprised of how their bio-
metric information is stored and used.207 Even if individuals did have 
access to this information, they may not have the technical expertise 
to effectively evaluate the privacy practices. 

C. Texas Regulation of Biometric Data 

 Similar to Illinois, Texas regulates the collection and use of bio-
metric data, including “face geometry.”208 It prohibits the collection of 
an individual’s biometric data for a commercial purpose without first 
informing that individual and obtaining her consent.209 Once the data 
is collected, the company in possession must protect it from disclosure 
the same way it would protect any confidential information and must 
delete the biometric data within a year after it has served its pur-
pose.210 Texas further does not permit transfers of biometric data for 
any purpose other than: (1) to identify a deceased or missing individu-
al if that individual previously consented to such identification; (2) for 
a transaction upon an individual’s request or authorization; or (3) to 
disclose the data pursuant to a state or federal statute or for a law en-
forcement purpose pursuant to a warrant.211 

Further, although this statute creates a private cause of action 
much like the Illinois law, it also allows the Texas Attorney General 
to bring an action for damages.212 The Attorney General, however, 
may not have the relevant expertise and resources to bring such ac-
tions. This illustrates the greatest flaws of both the Illinois and the 
Texas laws: it is not enough to have laws on the books if they are not 
effectively enforced.213 While these two statutes technically prohibit 
the conceptual privacy violation identified in Part III, they do not ap-
pear to be capable of preventing it. Here, “the States [of Illinois and 

                                                                                                                  
205. It did, however, establish a Biometric Information Privacy Study Committee to con-

sider the use of biometric data by government agencies. 740 ILL. COMP. STAT. ANN. 
§ 14/20–14/30 (West 2012). 

206. Id. § 14/20. 
207. See Solove, Privacy and Power, supra note 163, at 1433 (discussing privacy tort vi-
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Texas have] perform[ed] their role as laboratories for experimentation 
to devise various solutions where the best solution is far from 
clear.”214 The lesson learned from their experiments, I would argue, is 
that mere legislation is not sufficient to prevent privacy violations that 
arise from non-consensual extraction of biometric data from photos in 
social networks. Instead, a problem of this nature requires a multifac-
eted solution along the lines of the proposal in Part V. 

D. California’s Failed Attempts to Regulate the Use of Biometric 
Data 

It is curious, perhaps, that while Illinois and Texas have statutes 
regulating the use of biometric data within their jurisdictions, the high 
technology hub in Silicon Valley has no such statutes. Being at the 
forefront of technological progress, Californians ostensibly worried 
about face recognition technology as early as 1998. Back then, the Los 
Angeles Times suggested that: 

Face-recognition technology . . . could be used by 
government or police agencies to literally identify 
faces in a crowd. Any face that had already been 
stored in a databank could be identified much more 
quickly and with far more accuracy than the FBI en-
joyed while snapping photographs of Vietnam War 
protesters.215 

This article was later cited before the California legislature, which 
has since considered a string of bills to protect biometric data — none 
of which were passed.216 In 1998, the legislature considered Senate 
Bill 1622 to require a person’s consent before collecting or sharing 
her biometric data and Assembly Bill 50 to require notice and consent 
to use such data to complete a transaction.217 While both of these bills 
died in the legislative process, they were revived in the equally unsuc-
cessful Senate Bill 71, which would have provided specific require-
ments for collecting and using biometric data as part of a California 
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Personal Information Privacy Bill of Rights.218 In the following year, 
Senate Bill 129 was introduced to require consent before collection of 
biometric data, but it was subsequently amended to eliminate all pro-
visions regarding biometrics.219 In 2001, Senate Bill 169 was pro-
posed to specifically regulate face recognition technology and require 
a “clear and conspicuous notice” before collection of biometric data 
as well as consent before such data could be shared.220 Finally, a bill 
that did not pass by the end of the 2011-2012 legislative session 
would have required a company that collects or uses “sensitive infor-
mation,” including biometric data, to allow users to opt out of its col-
lection, use, and storage.221 Yet, because California houses numerous 
cutting-edge technology companies, there was loud opposition to this 
bill.222 Some thirty companies and organizations, including Facebook, 
Google, AOL, Yahoo!, Time Warner Cable, and American Express 
came out against it, contending that “[p]rohibiting the collection and 
use of . . . data would severely harm future innovation in the state and 
harm consumers.”223 

The Silicon Valley lobby’s rhetoric and the long history of failed 
legislation in California further show why mere legal reform would 
inadequately address this issue. The concern for innovation is particu-
larly prevalent in that state. Excessive privacy regulation will deter 
experimentation by small startups, which do not have deep pockets to 
risk litigation.224 To avoid this, we need to think outside the box to 
provide a flexible regulatory framework that prevents abusive collec-
tion and use of biometric data, while preserving the unregulated quali-
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ties of the Internet that invite innovation.225 This, I believe, warrants 
architectural and market solutions in addition to legal reform.226 

E. Face Recognition as Intrusion upon Seclusion  

Even if a state does not have legislation regulating face recogni-
tion technology, it seems reasonable that individuals harmed by this 
technology should have a cause of action in tort against social net-
works. Most privacy torts, however, would not apply to the mere col-
lection and processing of biometric data because they require a 
disclosure of private information to third parties.227 The most applica-
ble tort therefore is intrusion upon seclusion,228 which is generally 
described as follows: 

One who intentionally intrudes, physically or other-
wise, upon the solitude or seclusion of another or his 
private affairs or concerns, is subject to liability to 
the other for invasion of his privacy, if the intrusion 
would be highly offensive to a reasonable person.229 

Given that this intrusion need not be physical, it could apply to a 
social network’s processing of user photos to collect biometric data, 
provided that a user can establish that those photos were kept in “se-
clusion” and that these actions would be “highly offensive to a rea-
sonable person.”230 Generally, information is in seclusion when it 
exists in “spheres from which an ordinary [person] in a plaintiff’s po-
sition could reasonably expect that the particular defendant should be 
excluded.”231 The fact that a user shared her photos with friends 
would not necessarily mean that those photos were not in seclusion 
because courts have sometimes relied on a notion of reasonable ex-
pectation of limited privacy.232 For example, a California court con-
sidered non-physical intrusion sufficient when a plaintiff was 
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videotaped with a “hat cam” while giving an interview.233 The court 
noted that: 

 
Like “privacy,” the concept of “seclusion” is relative. 
The mere fact that a person can be seen by someone 
does not automatically mean that he or she can legal-
ly be forced to be subject to being seen by every-
one.234 
 

By analogy, even if I share a photo with my fifteen closest friends 
in a social network, it does not mean that the network may extract my 
biometric data from that photo and offer it to my 800 network con-
tacts to automatically recognize me in other photos. 

The main problem with applying this tort to face recognition 
technology is that courts may not view mere collection of information 
as “highly offensive.”235 As Professor Solove has noted, “[e]ach par-
ticular instance of collection is often small and innocuous; the danger 
is created by the aggregation of information, a state of affairs typically 
created by hundreds of actors over a long period of time.”236 Professor 
Solove has also observed that “many parts of cyberspace may well be 
considered public places,” where there can be no seclusion.237 This 
view corresponds to the traditional privacy theories I discussed in Part 
III, which generally protect private spaces and secrets rather than the 
collection of information that flows in cyberspace. However, at least 
one court has suggested that “overzealous” information collection, 
even in public places, could sometimes constitute an intrusion upon 
seclusion.238 In Nader v. General Motors Corporation, the court noted 
that: 

[T]he mere observation of the plaintiff in a public 
place does not amount to an invasion of his privacy. 
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But, under certain circumstances, surveillance may 
be so ‘overzealous’ as to render it actionable . . . . A 
person does not automatically make public every-
thing he does merely by being in a public place, and 
the mere fact that Nader was in a bank did not give 
anyone the right to try to discover the amount of 
money he was withdrawing.239 

A person may expose her face when she is in a public place or 
publicly posts her picture in a social network, such that if friends see 
her or the picture, they may recognize her.240 But she is not necessari-
ly exposing her biometric data, which is not visible to the human eye. 
Arguably, much as a private person may not have the right to use bin-
oculars to try to discover how much money a bank patron is with-
drawing from across the bank office, so too Facebook likely cannot 
extract biometric data from a person’s face even if the person shows 
her face in public.241 Yet, even if courts could be persuaded that ex-
traction of biometric data from public photos is a highly offensive 
intrusion upon seclusion, the policing of violations would again be left 
to individual users who lack relevant expertise and information about 
data practices in social networks.242 As we saw with the Illinois and 
Texas laws, the mere existence of a law that prohibits the collection of 
biometric data without user consent does not actually prevent social 
networks from collecting this data because users cannot effectively 
enforce these laws. It seems, therefore, that to be effective, a regulato-
ry solution needs to do more than merely prohibit certain activities. In 
the next Part, I outline what I believe could be a feasible solution to 
this problem. 

V. A PROPOSAL FOR FACE RECOGNITION PRIVACY 

The current legal landscape explains why social networks can col-
lect and use biometric data in a manner that exposes user privacy. 
There are no comprehensive rules governing this practice. Instead, 
there is fragmented legislation on the state level, which is not suffi-
ciently enforced against companies. Further, as users do not under-
stand the automatic face recognition process, they do not exert 
pressure on social networks to improve their practices. Given both the 
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technological and social complexity of this problem — including us-
ers’ social need to share experiences with friends, and the overall ben-
efits of new technology — it calls for solutions beyond mere legal 
reform.  

In this Part, I suggest how face recognition technology in social 
networks could be regulated. My proposal relies on Professor Law-
rence Lessig’s famous articulation that online activities are regulated 
by the aggregate of four constraints — namely, “the law, social 
norms, the market, and architecture.”243 Most obviously, the law man-
dates certain behavior and imposes sanctions on deviate actions.244 
Social norms likewise impose sanctions when members of a commu-
nity stray from commonly held expectations of proper behavior.245 
The market further tends to inflict a cost on certain actions, incentiviz-
ing market participants to modify their behavior.246 Finally, architec-
ture can mandate behavior in the most effective way, by making 
deviate behavior technically impossible or difficult.247 For example, 
the law could directly prohibit posting of obscene content on an online 
forum.248 But architecture and social norms may provide more effec-
tive sanctions by technologically filtering out certain words or by 
playing on users’ fear of staining their good name or online identity if 
they post that kind of content.249 If the obscene content is also unpop-
ular, this market condition will encourage the forum provider to re-
move the content in order to attract more users and thereby boost ad 
revenues from the site.250 

These four constraints on behavior are interdependent and can 
work together or against each other.251 Adjusting only one of these 
constraints could therefore be counter-productive because the other 
constraints could correct for that adjustment and result in zero net 
regulation of the activity. Scholars have therefore noted that no single 
one of these constraints offers sufficient protection for online priva-
cy.252 
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On the other hand, a regulatory proposal that includes adjust-

ments to all four constraints could be more effective because the con-
straints could work together — while being less restrictive on 
innovation.253 Relying on all four constraints may also have a broader 
effect than a mere legal reform because it would not be limited to the 
territorial boundaries of one jurisdiction.254 If a social network were to 
adopt data portability and interoperability standards, those standards 
could apply globally. Further, because part of the solution is to allow 
users to enforce their own pre-existing privacy norms, the regulation 
would automatically adjust to cultural differences. Thus, for instance, 
if the Germans are particularly sensitive to face recognition technolo-
gy, they can enforce their social norms to avoid it, while most Ameri-
cans may consciously consent to it.255 While these social norms and 
technical and market solutions would complement the legal solution, 
the law could still play an important role in mandating adjustments to 
all four constraints.256 

A. Law — Better to Ask for Permission Than Forgiveness 

There is much to be desired in privacy law. The current federal 
law lacks any regulations on the collection and use of biometrics. 
While such provisions currently exist in Illinois and Texas, the global 
scope of the Internet necessitates at least nationwide requirements, in 
the absence of easily enforceable international treaties. Further, given 
the lack of transparency in social networks, any requirements with 
respect to biometrics should be enforced by an agency rather than by 
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aggrieved individuals through private actions. Finally, a face recogni-
tion privacy law should be one piece of a broader data protection law 
to avoid plugging the gap on face recognition technology while ex-
posing users to other types of privacy violations. These observations 
suggest the need for the following components of a productive priva-
cy law reform: 

(a) A comprehensive data protection law; 

(b) As part of the broader law, provisions that specif-
ically identify collection and use of biometric data as 
a separate data use that gives rise to specific obliga-
tions; 

(c) Clear instructions about how companies need to 
inform users about their biometric data practices; 

(d) A requirement that companies get informed, writ-
ten, and specific consent from users before collecting 
or processing their biometrics (to be accompanied by 
architectural solutions that ensure users’ free choice 
when consenting); and 

(e) An agency tasked with enforcing the comprehen-
sive data protection law, including the provisions 
with respect to biometrics. 

The full scope of the comprehensive data protection law sweeps 
well beyond the scope of this Article, which focuses on the privacy 
concerns that arise out of social networks’ collection and use of bio-
metric data. However, the development of such comprehensive legis-
lation is currently underway in the U.S. and in Europe.257 
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Act to grant individuals the right to prevent the use of their personal information and require 
companies to obtain consent before collecting or sharing sensitive data. S. 799, 112th Cong. 
(2011). Further, the Obama administration has encouraged Congress to adopt a privacy bill 
of rights act and put pressure on companies to improve their privacy practices. Press Re-
lease, The White House, We Can’t Wait: Obama Administration Unveils Blueprint for a 
“Privacy Bill of Rights” to Protect Consumers Online (Feb. 23, 2012), available at http:// 
www.whitehouse.gov/the-press-office/2012/02/23/we-can-t-wait-obama-administration-
unveils-blueprint-privacy-bill-rights. The European Union is also strengthening its data 
protection laws with a proposed unified regulation that would apply directly to individuals 
and companies in the EU countries. Press Release, European Commission, Commission 
Proposes a Comprehensive Reform of Data Protection Rules to Increase Users’ Control of 
Their Data and to Cut Costs for Businesses (Jan. 25, 2012), available at 
http://europa.eu/rapid/press-release_IP-12-46_en.htm. 
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At this point, I should acknowledge that while there is a fierce 

debate over the overall efficiency of the notice and consent model; I 
do not intend this Article to engage in that debate.258 This Article 
closely scrutinizes the narrow issue of face recognition technology in 
social networks and proposes a multifaceted solution to protect priva-
cy — of which notice and consent is but one facet. Crucially, my pro-
posed notice and consent requirements are tailored to the particular 
problem of face recognition technology in social networks, which 
even critics of the notice and consent model agree may be a successful 
strategy.259 While providing solutions that focus on this narrow prob-
lem, the proposal may nevertheless shed light on how we can address 
other online problems that raise similar issues. 

1. Specific Consent Before Collecting or Using Biometric Data 

At this juncture in my analysis, it should be clear that I view bio-
metric data as particularly sensitive information because of its power 
to de-anonymize a face (which we cannot easily hide or alter) and 
instantly connect it to all our online activities. This type of sensitive 
information should never be collected or used without a person’s con-

                                                                                                                  
258. See Solon Barocas & Helen Nissenbaum, On Notice: The Trouble with Notice and 

Consent (Oct. 2009) (unpublished position paper), available at http://www.nyu.edu/ 
projects/nissenbaum/papers/ED_SII_On_Notice.pdf (analyzing the problem of getting true 
notice and consent in the context of “online behavioral advertising”); Fred H. Cate, The 
Failure of Fair Information Practice Principles, in CONSUMER PROTECTION IN THE AGE OF 
THE “INFORMATION ECONOMY” 341, 342 (Jane K. Winn ed., 2006) (arguing that “we have 
become so enamored with notice and choice that we have failed to develop better alterna-
tives”); Julie E. Cohen, Examined Lives: Informational Privacy and the Subject as Object, 
52 STAN. L. REV. 1373, 1398 (2000) (“[T]he privacy-as-choice model assumes that data 
privacy can be valued using market measures. But monetary measures of value do not cap-
ture the very real incommensurabilities that the choice presents.”); Grimmelmann, supra 
note 138, at 1181–84 (concluding that “the informed-choice model is completely unrealis-
tic”); Joel R. Reidenberg, Restoring Americans’ Privacy in Electronic Commerce, 14 
BERKELEY TECH. L.J. 771, 779–80 (1999) (discussing why “notice and consent are not 
enough”); Paul M. Schwartz, Beyond Lessig’s Code for Internet Privacy: Cyberspace Fil-
ters, Privacy Control, and Fair Information Practices, 2000 WIS. L. REV. 743, 782–83 
(2000) (discussing how the notice and consent model “only present[s] take-it-or-leave-it 
terms — and ones that are frequently vague”); Paul M. Schwartz, Internet Privacy and the 
State, 32 CONN. L. REV. 815, 827–28 (1999–2000) (stating that “notice and consent alone 
are insufficient”). 

259. See, e.g., Nissenbaum, Contextual Approach, supra note 8, at 35 (“I am not con-
vinced that notice-and-consent, however refined, will result in better privacy online as long 
as it remains a procedural mechanism divorced from the particularities of relevant online 
activity.”); see also Introna & Nissenbaum, supra note 59 (noting that a particular notice 
and consent model may be appropriate for face recognition that connects a face to other 
information in a database); NISSENBAUM, PRIVACY IN CONTEXT, supra note 112, at 145 
(discussing how sometimes notice and consent are the relevant transmission principles 
governing the flow of information). 
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sent.260 The consent needs to be specific as to the collection or use of 
the data and be based on detailed information of the type that I outline 
in the next section. It must also be affirmative, and it must precede the 
collection or use of the information in question. From the user’s per-
spective, however, the notice and consent model can only be effective 
if it is accompanied by freedom to withhold consent. For that reason, 
the architectural and market solutions below are intended to give users 
more choice by making social networks interoperable with distributed 
social networks and providing users with more autonomy over their 
data use. Once users understand how social networks use their bio-
metric data and have realistic alternatives, they will be able to select 
only those data practices that they find acceptable. But if users fail to 
make a choice — either because they still do not understand the par-
ticular data process or because they have not had time to become in-
formed — no new data should be collected and previously collected 
data should not be used in a new way.261 

Privacy settings262 that allow users to opt out of collection and use 
of biometric data simply cannot serve as consent — not least because 
by the time a user opts out, the data has already been collected and 

                                                                                                                  
260. See Recommendation, COUNCIL OF EUR., supra note 10 (“The use of techniques that 

may have a significant impact on users’ privacy — where for instance processing involves 
sensitive or biometric data (such as facial recognition) — requires enhanced protection and 
should not be activated by default.”). 

261. The German Federal Data Protection Act, which implements the European Union 
Data Protection Directive, currently has a similar consent requirement with respect to the 
collection and processing of personally identifiable data. Moreover, the EU Article 29 
Working Party has opined that “[c]onsent must be given prior to the start of processing 
activities or before any new use of the data” so that users can make “informed choice[s].” 
Bundesdatenschutzgesetz [BDSG] [Federal Data Protection Act], Dec. 20, 1990, Bun-
desgesetzblatt [BGBl. I] at 2954, as amended Sept. 14, 1994 [hereinafter “BDSG”], 
available at http://www.bfdi.bund.de/EN/DataProtectionActs/Artikel/BDSG_idFv0109200 
9.pdf?__blob=publicationFile (all subsequent quotations refer to an English translation of 
the Act); Press Release, Article 29 Data Protection Working Party, European Data Protec-
tion Authorities Clarify the Notion of Consent (July 14, 2011), available at http://ec.europa. 
eu/justice/policies/privacy/news/docs/press_release%20opinion_on_consent_14072011.pdf; 
see Opinion of the Article 29 Data Protection Working Party on the Definition of Consent, 
2011 O.J. (C 1197), available at http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/ 
2011/wp187_en.pdf; see also Recommendation, COUNCIL OF EUR., supra note 10 (“Social 
networking services should seek the informed consent of users if they wish to process new 
data about them, share their data with other categories of people or companies and/or use 
their data in ways other than those necessary for the specified purposes they were originally 
collected for.”). 

262. Although privacy settings alone should not be used to satisfy a “consent” require-
ment, they can serve an important function to supplement opt-in consent to allow users to 
change their mind after consenting, to fine-tune their data use practices, or to simply review 
what exactly they have opted into. The overall value of privacy settings, however, is beyond 
the scope of this Article and has been extensively debated by scholars. See, e.g., SOLOVE, 
FUTURE OF REPUTATION, supra note 80, at 200–01; Grimmelmann, supra note 138, at 
1184–87. 
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potentially used to identify the person in new photos.263 Professor 
James Grimmelmann has noted that opt-out consent is particularly 
insufficient when a new practice in a social network involves “a large 
cultural shift.”264 Collection and use of biometric data from photos 
previously shared with friends involves such a cultural shift because it 
uses technology that, for most users, is completely unimaginable. Fur-
ther, opt-out consent is often designed so that users are not even aware 
of the change that they are accepting by default. But even if a social 
network were to actually notify a user that she can opt out if she does 
not want to have her friends automatically find her in new photos, the 
user would simply not understand the issue. This is because it would 
be presented in terms of trust vis-à-vis the users’ friends — not the 
social network that will be collecting, storing, and using highly sensi-
tive and personally identifiable information about that user. A user 
cannot be expected to take affirmative (and cumbersome) steps to 
object to something that she does not understand. As a result, specific 
opt-in consent should be solicited from users. One problematic aspect 
of consent with respect to face recognition technology is that in order 
to know whether an unidentified individual consents to automatic face 
recognition, you need to first extract and process her biometric data to 
compare it against a database of consenting individuals.265 This could 
be addressed by allowing automatic face recognition for the limited 
purpose of determining consent and requiring immediate deletion of 
any data derived from the process if it turns out that there was no such 
consent.266 

The consent also needs to be innovatively designed to ensure that 
users truly understand what they approve. In this respect, Google’s 
opt-in notice for its face recognition technology, “Find My Face,” is a 
good start, though not perfect. Google launched Find My Face in De-
cember 2011.267 At that time, it used a cartoon to illustrate how Find 

                                                                                                                  
263. Indeed, one study suggests that “people who think they have already lost the ability 

to control private information — that privacy is not something they are endowed with [be-
cause a service collects data by default and users must opt-out of data collection] — may 
value privacy less as a result.” Aleecia M. McDonald & Lorrie Faith Cranor, Beliefs and 
Behaviors: Internet Users’ Understanding of Behavioral Advertising, 
38TH RES. CONF. ON COMM., INFO. & INTERNET POL’Y 26 (2010), http://papers.ssrn.com/ 
sol3/papers.cfm?abstract_id=1989092. 

264. Grimmelmann, supra note 138, at 1202. 
265. Yana Welinder, EU Weighs in on Privacy in Face Recognition Apps, ELEC. 

FRONTIER FOUND. (Jun. 28, 2012), https://www.eff.org/deeplinks/2012/06/eu-
recommendations-use-face-recognition-technology-online-and-mobile-applications. 

266. See Opinion of the Article 29 Data Protection Working Party, 2012 O.J. (C 727), 
available at http://ec.europa.eu/justice/data-protection/article-29/documentation/opinion-
recommendation/files/2012/wp192_en.pdf. 

267. Larry Magid, Google+ Adds Find My Face Feature, FORBES (Dec. 8, 2011, 1:59 
PM), http://www.forbes.com/sites/larrymagid/2011/12/08/google-adds-find-my-face-
feature. 



210  Harvard Journal of Law & Technology [Vol. 26 
 

My Face would “[h]elp people tag you in photos” and it provided the 
user’s real name above a face in the cartoon to make the example feel 
realistic.268 Users could then select to turn on the function. The prob-
lem was that the notice did not indicate that this function would use 
old photos to find users’ faces in new photos. If users did not know 
how face recognition technology works — and most users do not — 
this notice did not tell them that it was asking for permission to collect 
and use their data in a new way. The notice had a link that users could 
click to “learn more,” but given the small print that usually appears 
after clicking on links of this sort, by now most users have learned not 
to be too curious online.269 Yet, while this notice failed to inform us-
ers of every relevant aspect of the face recognition process, it demon-
strated Google’s ability to communicate abstract information like 
automatic face recognition through a simple cartoon. Google is tread-
ing a narrow path here. On the one hand, it tries to live up to its motto, 
“Don’t be evil.”270 On the other hand, it does not want to provide 
more information than its competitors so as not to overwhelm the us-
ers. But if Google had clearer instructions about what information it 
needed to present, and the same requirements applied to its competi-
tors, it could have designed a notice to obtain adequate consent from 
its users. 

2. Notice Regarding the Collection and Processing of Biometrics 

What sort of information should companies provide before col-
lecting or using biometric data? At the very least, users should know 
specifically what biometric data is collected and from which photos. 
They should also know how long the data will be stored and who will 
have access to it in the meantime. Companies need to explain in detail 
how they will use the data and who will have access to the end results 
of that use, i.e., once the data has been aggregated or processed in 
some way. Users should also know how they can delete biometric 
data — as it is not clear that deleting a photo necessarily deletes the 
biometric data collected from that photo.271 

                                                                                                                  
268. See id. 
269. Zev J. Eigen & Florencia Marotta-Wurgler, What if Consumers Could Change the 

Terms of Online Contracts? OWOCKI DOT COM (Nov. 29, 2011), http://owocki.com/wp-
content/uploads/2011/11/Eigen_Marotta_Wurgler_TOSAmend.pdf (describing how users 
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270. Code of Conduct, GOOGLE, http://investor.google.com/corporate/code-of-
conduct.html (last visited Dec. 22, 2012). 

271. See, e.g., Budish, supra note 90, at 1884–85 (suggesting that deletion of names from 
a biometric database would allow “citizens [to] secure their privacy without hiring attorneys 
or clogging the judicial system”); see also Facebook Data Use Policy, supra note 30 (stat-
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The current lack of information leads users to make erroneous as-

sumptions about how social networks use their photos. Users may, for 
example, mistakenly believe that biometric data will not be collected 
from photos to which they restrict access through their privacy set-
tings. Most users probably think that if they opt out of automatic face 
recognition their biometric data will never be collected. But as a func-
tion of the opt-out consent, chances are that a social network collects 
biometrics when it rolls out a service, which then resides in a database 
even after a user opts out of automatic face recognition. These issues 
should be no mystery to users whose information is collected. 

Companies should further have an incentive to think creatively 
about how they can present this information to users in an accessible 
way. Crucially, this information cannot just be buried in a privacy 
policy full of “legalese” and “tech-speak,”272 which no one reads.273 
Some scholars are very skeptical about whether information about 
privacy practices can ever be effectively communicated to users.274 
Professor Nissenbaum argues that attempts to concisely communicate 
this information in plain language present a “transparency para-
dox.”275 Thorough information overwhelms users, while concise no-
tices contain general provisions and do not describe the details that 
differentiate between good and bad practices.276 I am more optimistic 
about companies’ ability to concisely present this information if they 
have the right incentives. Work in infographics has shown that it is 
possible to explain incredibly complex information, such as geogra-
phy or medical information, with graphs and charts that can easily be 
understood by non-experts.277 The recent start-up trend of creating 
                                                                                                                  
ing that “some information may remain in backup copies and logs for up to 90 days” after 
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“demo” videos to communicate often very complex online business 
models to users and investors in only a few minutes is another exam-
ple of this capability.278 Emerging research in user experience design 
further suggests that websites can be designed to notify users of the 
data collection in real time and show how it will be used.279 Indeed, 
social networks already spend most of their time thinking about how 
to present our intricate social relationships, correspondence, and so-
cial lives in a clear and accessible manner so that the platforms can be 
used by children and grandparents alike.280 Organizing information 
about data practices is in fact a very similar task that they have the 
resources to handle.281 The cartoon in the Google Plus notice — 
though not perfect — is a good example of how social networks can 
communicate very detailed information through a simple picture.282 
Another example is Facebook’s Interactive Tools that allow a user to 
browse her own profile as if she was another person to experience 
what that particular individual can learn about her.283 Were compre-
hensible information in non-traditional form incentivized by legal 
requirements and user expectations, these companies could extend 
their innovative solutions to provide simple and informative notice 
about biometric data collection and processing. 

                                                                                                                  
278. See, e.g., MICTROTASK, http://www.microtask.com (last visited Dec. 22, 2012); Per-
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SOLVE MEDIA, http://www.solvemedia.com (last visited Dec. 22, 2012); Vimeo PRO, 
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280. See Mulligan, supra note 279, at 1026 (noting that “[g]iven that Facebook, Google, 
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searchers, it is likely that [their] privacy failures can be attributed to both lack of adoption of 
HCI methods and disregard for HCI-based insight when in tension with other business 
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281. See id.  
282. See supra Part V.A.1. 
283. Interactive Tools, FACEBOOK, https://www.facebook.com/about/privacy/tools (last 

visited Dec. 22, 2012). 
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3. Not-So-Secret Agents with a License to Investigate Data Practices 

As with any regulation, the requirements discussed up to this 
point require an effective enforcement mechanism.284 Users are not 
good at policing social networks because they do not know about the 
networks’ internal operations. This is particularly true for highly tech-
nical processes like face recognition technology, which explains why 
we have not seen more lawsuits pursuant to the Illinois and Texas 
statutes or users trying to establish that the collection of biometric 
data is an intrusion upon their seclusion.285 It seems, therefore, that 
this calls for an agency with technical expertise to investigate these 
processes. That agency should not passively wait until it gets com-
plaints from aggrieved individuals or concerned organizations. Rather, 
it should regularly monitor the relevant activities, assess the risks of 
various practices, and provide informal guidance to social networks 
when their practices expose personal information. Its broad powers 
would be justified due to the vast amount of information that social 
networks collect from users — including children — while those us-
ers are under the impression that they are just sharing their experienc-
es with their friends. Indeed, even if social networks were fully 
transparent, users would still not have a complete grasp of the situa-
tion because they use these services while socializing — when they 
feel like they can relax because they are among friends.286 Given the 
amount and type of information that users relinquish in this intimate 
setting, an agency needs to step in and make sure that social networks 
do not take advantage of their users.287 The agency’s role would be to 
make sure that there is a fair quid pro quo whereby users provide 
some acceptable amount and type of information in return for a free 
socializing tool. 

Here, the work of the European data protection agencies is in-
structive. The European Union member states have sought to harmo-
nize their national privacy protection laws by adopting an EU Data 
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JURISDICTION 13, 21 (Adam Thierer & Clyde Wayne Crews, Jr. eds., 2003). 
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287. See Neil M. Richards, The Perils of Social Reading, 101 GEO. L.J. 1, 42 (forthcom-
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Protection Directive (“Directive”).288 This Directive required the 
member states to enact legislation to transpose (i.e., implement) the 
Directive’s procedural requirements for the automatic processing of 
“personal data.”289 It further required the member states to establish at 
least one data protection agency to monitor the application of the 
transposing legislation within its territory.290 In establishing these 
agencies, member states were to vest them with broad powers to:  

1. Scrutinize data processes and demand information in the 
course of their investigations;291 

2. Order “the blocking, erasure or destruction of data” and issue 
restraining orders on the processing of data;292 

3. Refer cases to political bodies;293 
4. Bring actions before appropriate courts;294 
5. Consider personal claims regarding the violation of individu-

al privacy rights;295 and 
6. Work with other member states’ data protection agencies.296 
As one example of national legislation implementing the Di-

rective, the German Federal Data Protection Act provides for several 
data protection agencies.297 It tasks a Federal Data Protection Agency 
with monitoring the data practices of public entities.298 It further re-
quires local governments for its various states to establish data protec-
tion agencies to monitor data practices in the private sector.299 Thus, 
the Hamburg Data Protection Agency (“Hamburg DPA”) — estab-
lished pursuant to Section 24 of the Hamburg Data Protection Act — 
has the power to investigate and initiate action against companies 
within its jurisdiction.300 As Facebook’s German office is located in 
Hamburg, the Hamburg DPA obtained specific information from Fa-
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cebook to investigate its face recognition technology.301 It concluded 
that the technology violated the German Federal Data Protection Act 
and was preparing to file an action when Facebook voluntarily agreed 
to suspend its use of the technology in all EU countries.302 In contrast 
to the events in Europe, Texas and Illinois residents do not have any 
procedure to obtain information from Facebook to determine if its 
face recognition technology complies with their state laws.303 

There has been some debate over whether the FTC should func-
tion as a data protection agency. Almost a decade ago, Professor Joel 
Reidenberg argued that this privacy enforcement role sits uneasily 
with the FTC’s “antitrust” and “consumer protection” roles.304 Since 
then, the FTC has already assumed significant responsibility for pri-
vacy protection.305 Thus, simply expanding and clarifying its func-
tions may be preferable to creating a brand new agency. Indeed, a new 
agency may simply not be politically feasible given the current fear of 
“big government.”306 

B. Architecture — Unlocking the Walled Gardens 

The notice and consent solution outlined above assumes that users 
have free choice regarding their participation in social networks. Yet, 
the use of social networks is driven by a “network effect” whereby 
their appeal depends on their number of existing users.307 If most of 
one’s friends use one network, it may be difficult to resist joining it, 
particularly if it has taken over many functions that traditionally took 
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(Dec. 12, 2011), http://www.gallup.com/poll/151490/fear-big-government-near-record-
level.aspx. 
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creases with the number of other agents consuming the good.’” (citations omitted)).  
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place offline, like planning events and sharing everyday experiences 
with friends.308 By the same token, switching to a different platform is 
problematic because a user would need to persuade all her friends to 
join her.309 Given that most social networks do not allow users to 
move the profiles they built up over the years, a user’s friends are not 
likely to be persuaded to start over with entering all of their infor-
mation and establishing a new online identity.310 The psychological 
impact of the network effect should not be underestimated. By way of 
illustration, Facebook’s deactivation page — which shows photos of a 
user’s closest friends and tells her that these friends will miss her if 
she deactivates her account — has apparently kept one million users 
per year from completing the deactivation.311 To add to the confusion, 
Facebook has two separate procedures for deactivating and deleting 
accounts.312 Moreover, if users leave due to privacy concerns, they 
have no guarantee that their information will actually be deleted from 
the network’s database.313 In short, users are locked into beautiful 
“walled gardens” along with all their friends.314 As users are not free 
to leave, they cannot exert pressure on social networks to respect their 
privacy, and social networks have no incentive to improve their data 
use practices to compete with other networks. Their only incentive is 
to increase the network effect and make it more difficult for users to 
defect. 

The centralized control in these “walled gardens” is a product of 
certain design choices, and users can be given more control by de-
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NO JITTER (Oct. 3, 2011), http://www.nojitter.com/post/231700141/the-economics-of-
interoperability. 

309. See Jeffrey Jarosch, Novel “Neutrality” Claims Against Internet Platforms: A Rea-
sonable Framework for Initial Scrutiny, 59 CLEV. ST. L. REV. 537, 561 (2011). 

310. Grimmelmann, supra note 138, at 1192–93; cf. SHERRY TURKLE, ALONE 
TOGETHER: WHY WE EXPECT MORE FROM TECHNOLOGY AND LESS FROM EACH OTHER 
192 (2011) (quoting a social media user who sees Facebook as a part of her identity). 

311. Luke Wroblewski, Web App Masters: Design Lessons from 350 Million, LUKEW 
(Mar. 23, 2010), http://www.lukew.com/ff/entry.asp?1033. 

312. Deactivating, Deleting, and Memorializing Accounts, FACEBOOK, www.facebook. 
com/help/?page=185698814812082 (last visited Dec. 22, 2012).  
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sign.315 The networks could be unlocked to reduce the network effect 
that currently ties users to them. New network designs could supple-
ment the legal solution outlined above to give users more freedom to 
make choices with respect to their personal data. While many differ-
ent solutions are currently being developed to address this problem, 
here I propose a combination of five architectural solutions that would 
allow users to: 

(1) Store their personal information locally and 
communicate with their friends directly through a 
distributed social network; 

(2) Export their personal information to a platform 
that they trust pursuant to data portability standards; 

(3) Continue communicating with their friends who 
remain in a centralized network pursuant to interop-
erability standards; 

(4) Protect their privacy when photos of them are 
taken in public places; and 

(5) For the users who elect to stay in a centralized 
social network, upload photos in a manner that pre-
vents extraction of biometric data. 

Though this Article addresses the specific problem of the use of 
face recognition technology in social networks, this architectural pro-
posal has far broader applications. It can be extrapolated as a solution 
to other privacy problems caused by social networks and other online 
platforms that accumulate personal data. Web users could also apply 
this proposal to get more control over personal data to use it in novel 
ways for their own benefit.316 More broadly, the undertaking to open 
up social networks and make them more transparent and interoperable 
could address Tim Berners-Lee’s concern that these networks threaten 
to fragment the Web.317 He has urged for public policy to preserve the 
“egalitarian principles” that transformed the Web from the one-site 
project he launched on his computer in 1990 into a global and indis-
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pensable public resource.318 This proposal presents one step in that 
direction. 

1. Distributed Social Networks Directly Between PCs and 
Smartphones 

The key problem with social networks is that they are designed to 
have users communicate with their friends through a third party, 
which is not bound by the social norms governing their friendships. 
Yet, most users do not experience their interaction on Facebook as 
public because, as danah boyd observed, the network has “differenti-
ated itself by being private.”319 Instead, they think of this interaction 
as casual conversations with friends, and do not realize that every-
thing they say is saved to their digital profile — information that can 
then be aggregated, searched, or used beyond their control in the far 
future. Professor Nissenbaum has expressed hope that social networks 
will eventually become more responsive to the norms that govern user 
expectations.320 At the same time, she predicted that the discrepancy 
between social networks’ practices and user privacy expectations will 
ultimately lead users to other networks that respect the established 
privacy norms.321 

In the meantime, the Mobile and Social Computing Research 
Group at Stanford is developing such an alternative network with 
Musubi — an open and decentralized social network that allows shar-
ing of status updates or photos without an intermediary.322 Musubi 
thus enables users to share photos with their friends without channel-
ing them through a third party that can extract biometric data from 
those photos and use that data for unauthorized purposes. The prob-
lem, however, is to make sure that users can move their data to these 
decentralized platforms and to give them an opportunity to continue 
communicating with their friends that stay behind. 

2. Portability of Personal Data 

While Musubi is an example of how users could interact with 
each other online without giving a third party control over their per-
sonal data, as a matter of fact, users have already gathered much of 
their data in social networking sites. These sites hold their profile in-
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formation, photo albums, contacts, and various materials they have 
shared through status updates over the years. Facebook now allows 
users to get a copy of this data in HTML format, but so far users are 
not able to use their data in other platforms.323 The threat of losing the 
online identities that users have built up over the years further con-
tributes to user lock-in.324 This could be remedied if social networks 
were subject to data portability standards that would allow users to 
export their data in a format that they could use in another network or 
in distributed social networks.325 

Such standards have, for example, been incorporated into a new 
data protection regulation that has been proposed in the EU.326 This 
regulation would allow users to export their data in a “format which is 
commonly used and allows for further use” or to have it transferred 
directly to another platform.327 While the regulation does not specify 
any particular data portability standard, it provides that the European 
Commission may establish a standard format and mode of transmis-
sion between services.328 Once a user obtains or transfers a copy of 
her personal data pursuant to this regulation, she should also be able 
to delete it from the original source, as the data will no longer serve 
the purpose for which it was originally collected.329 

The use of data portability as a privacy solution is not uncontro-
versial. Professor Grimmelmann, for example, has argued that, be-
cause user profiles in social networks are highly intertwined, the 
ability to transfer one user’s profile will violate her friends’ privacy 
because it will inevitably drag along portions of their profiles.330 
There is certainly a question whether data in social networks belongs 
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to the person uploading it or the person the data identifies.331 In other 
words, if a friend uploads a photo of me, which of us has the right to 
export it? 

While not an easy problem, it seems that data portability and third 
parties’ privacy can be reconciled. You could, for example, be able to 
export all the photos that you uploaded to the network, but not tags of 
your friends in those photos — unless those friends allow you to ex-
port that additional information. You could further be able to export 
copies of photos of you that others have uploaded, but you would not 
be able to delete those photos (although you could delete your own 
tags). Likewise, you could be able to export your own status updates, 
but not your friends’ likes or comments on those updates. Generally, 
the data portability standards could by default be based on the expec-
tation that the person who provided the information to a social net-
work likely already has her own copy of that information and, 
regardless, should have the right to take it back. It could further reflect 
the norm that social network users have been able to delete tags and 
other personally identifiable information about themselves even when 
others originally provided that information. Social networks are best 
suited to work out the technical details for these standards. Yet, they 
could be required to seek public comment and final approval from an 
agency of the type discussed in Part V.A.3 supra. They could do so 
through an electronic procedure to speed up the process. To provide 
more autonomy, sophisticated users may also be allowed to control 
how data portability is applied to their personal information through 
their privacy settings. In short, data portability standards can be struc-
tured to protect privacy. 

3. Horizontal Interoperability Between Social Networks 

While the ability to communicate through distributed social net-
works and to export personal data to such networks gives users some 
freedom, it does not completely liberate them from the network effect 
as all their friends continue to communicate within one closed central-
ized social network. The network effect would be weaker if the cen-
tralized network were interoperable with distributed and other social 
networks such that users could continue to selectively communicate 
with their friends even after they chose to leave the network.332 Given 
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that interoperability of social networks is a highly technical matter, it 
should not be micromanaged by the state.333 Even so, the state could 
require social networks to be interoperable to allow seamless commu-
nication and leave them to develop the technical details.334 

Interoperability would bring the promise of more user autonomy 
in social networks — which so far are only interoperable with third 
party applications. Professors Urs Gasser and John Palfrey have 
sought to define the somewhat nebulous term “interoperability” based 
on three case studies within information and communications tech-
nologies as well as relevant publications.335 They conclude that while 
interoperability is a rather context-specific term, it generally can be 
conceptualized as “the ability to transfer and render useful data and 
other information across systems . . . , applications, or compo-
nents.”336 The “ability . . . to render useful data” is of course the oper-
ative words for the discussion here, which focuses on users’ ability to 
communicate between social networks.337 From Professors Gasser and 
Palfrey’s case studies — which were all in areas with strong network 
effects338 — they concluded that increased interoperability generally 
provides users with greater “user choice and autonomy.”339 Their 
findings could be applied to social networks, which currently do not 
allow users to render their data useful. Despite being open for outside 
developers (“vertical interoperability”), social networks yield little 
opportunity for users to communicate between networks (“horizontal 
interoperability”).340 

The specific interoperability standards could be developed based 
on interoperable features that already exist in some social networks 
and be extended to other features and networks to allow users to 
communicate seamlessly with non-users outside their networks. Face-
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book already allows users to continue receiving messages from their 
Facebook friends after they deactivate their accounts.341 Facebook 
users can also receive messages from non-users on their Facebook e-
mail accounts.342 This allows users and non-users to share photos and 
links that can be attached to a message. However, Facebook users 
cannot friend non-users or share their status updates with them. 
Google Plus users, on the other hand, can add non-user e-mail ad-
dresses to their circles and share status updates, photos, and links with 
them.343 Because Google Plus accounts are connected to a user’s 
Gmail account, non-users can essentially also send messages to users. 
However, while the two networks are very similar and have roughly 
the same features, there is no interoperability between Facebook and 
Google Plus accounts that would permit users to view status updates 
from their friends in different networks or to share and tag photos. 
Nor will such interoperability likely develop without state interven-
tion given the rivalry between the two companies.344 

Social networks may resist interoperability on the argument that it 
could compromise user security, as they cannot authenticate users on 
other platforms. Leaving aside the fact that these platforms currently 
do not effectively authenticate their own users,345 authentication be-
tween platforms could be achieved through open standards such as 
OpenID or OAuth.346 

Interestingly, interoperability has often been described as a priva-
cy problem rather than a solution.347 But in fact, privacy problems 
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related to interoperability often arise because of particular implemen-
tations that expose personal data to a greater number of parties.348 
Social networks, in particular, have focused on interoperability vis-à-
vis third party developers who have been allowed to build on their 
open APIs.349 This vertical implementation of interoperability, while 
beneficial for innovation, gives third parties access to user infor-
mation, while chipping away at user control.350 But interoperability 
also involves “seamless data transmission and easy extension and in-
tegration of data sources by users.”351 Thus, if network interoperabil-
ity were implemented to allow users to keep their aggregated personal 
information on a platform that they trust and only send limited infor-
mation to centralized networks to communicate with their friends, it 
should protect rather than expose their personal information.352 More-
over, unlike cases where interoperability has contributed to privacy 
violations, here it would allow users to consciously send particular 
sets of data from one social network to another.353 When choosing to 
communicate with friends in a centralized network, users would know 
that this particular information would be available to an intermediary. 
Thus, user data would flow within the context of selected social net-
works, with predictable recipients and transmission norms.354 

Interoperability is also beneficial for innovation.355 If networks 
were truly open to other networks at the users’ choice (as opposed to 
interoperable with only a handful of companies), we might see more 
innovation in the development of new networks.356 A healthy compe-
tition between social networks could also push for development of 
new features, which due to the required transparency and opt-in con-
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sent may be based on privacy by design.357 If successful, this could 
align the often-competing goals of privacy and innovation. 

4. Privacy in Public 

So far, I have outlined how social networks could be designed to 
allow users to opt out of data collection without foregoing their online 
social interaction. But even if a user were to successfully delete all her 
social network accounts, she may not completely avoid face recogni-
tion technology in social networks. Other users could continue up-
loading photos of her and tagging her. They could also upload other 
information about her and mention her in their status updates.358 
While social networks currently do not appear to apply face recogni-
tion technology to this type of non-user information, there is no na-
tionwide legislation preventing this practice in the United States. The 
Council of Europe has asked its member states to provide guidance to 
social networks so that non-users can get an “effective means of exer-
cising their rights without having to become a member of the service 
in question.”359 At the same time, U.S. legislators have already started 
thinking about how privacy in public can be protected from ubiqui-
tous cameras in cell phones.360 But collection of biometric infor-
mation, in particular, may violate non-users’ privacy because while a 
person may not have a privacy interest in her face that she exposes in 
public, she may nevertheless have a privacy interest in her biometric 
data that cannot be observed with a human eye.361 

In this section, I discuss two technologies that individuals could 
use to protect themselves against unwanted photographing, which in 
turn would protect against extraction of biometric data. These two 
technologies provide different degrees of control and thus may be 
suitable for different purposes. It should be noted that unlike the other 
architectural solutions that I discuss in the previous Parts — which 
seek to enable users to communicate more freely online — the archi-
tectural solutions in this and the next Part operate as constraints on 
behavior to protect user privacy. As these architectural solutions re-
strict rather than enable behavior, they need to be limited in scope to 
avoid impeding innovation, creativity, and free speech. 
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The first technology is an anti-paparazzi device that emits a flash 

when it senses a camera lens, thereby ruining the image.362 While it is 
highly effective in preventing photographing — and therefore pro-
vides a strong protection against extraction of biometric data — it 
may be too drastic under most circumstances. If these devices became 
cheap enough for daily use, photographers would not be able to take 
artistic photos of public places, and journalists would not capture 
newsworthy events. Excessive use of this device would thus hamper 
creativity and news reporting.363 On the other hand, there may be situ-
ations when individuals truly need this protection. Domestic violence 
victims and individuals in victim protection programs, for example, 
may need to avoid today’s ubiquitous camera phones with direct con-
nection to social networks. Other individuals may get by without this 
protection on a daily basis, but may need it to stay anonymous during 
risky activities, such as protests against authoritarian regimes. 

The second technology would allow an individual to convey a 
message to the photographer and is therefore less drastic.364 This 
technology is a camera phone patented by Apple in 2011.365 The de-
sign of the phone would allow it to receive messages via infrared 
light.366 One such message could for example read: “Please do not 
collect my biometric data.”367 While that message would not guaran-
tee that biometric data would not be extracted, people are often happy 
to comply with simple requests.368 Of course, it would only work for 
the cameras containing the relevant technology, which could be man-
dated by law once it became sufficiently cheap and portable.369 One 
could also imagine legislation prohibiting extraction of biometric data 
against a person’s will.370 The person’s lack of consent could then be 
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evidenced by such a message. These messages would not interfere 
with photographer creativity by spoiling their photos and thus could 
be used far more widely than the anti-paparazzi device discussed 
above. 

The value of these two technologies is to allow users more control 
over photos taken of them in public without resorting to restrictive 
legislation. By way of comparison: French law sometimes requires a 
person’s consent before she is photographed in public.371 Needless to 
say, such a law could hamper creativity and news reporting far more 
drastically than the occasional use of an anti-paparazzi device. 

5. Privacy by Design in Photos 

At this point, I need to acknowledge that, even if we equip users 
with distributed social networks and data portability and interoperabil-
ity standards, realistically many users will still take the path of least 
resistance and stay in centralized social networks despite distrusting 
their privacy practices. But the very purpose of equipping users with 
the architectural solutions outlined above is to put pressure on social 
networks to respond to privacy concerns in order to keep users. The 
idea is that the combination of free choice to leave the network and 
legal requirements for transparency and opt-in consent will make pri-
vacy a primary concern for social networks. 

But users who stay in centralized social networks — albeit with 
improved privacy practices — may still need some self-help remedies 
to control their personal information. As danah boyd and Alice Mar-
wick’s studies have shown, some social network users have already 
come up with their own alternative protection measures; one teenage 
girl that Marwick interviewed deactivated her Facebook account eve-
ry night to prevent online activities beyond her control.372 Similarly, 
users may need methods to protect themselves against unwanted col-
lection of biometric data when they share photos with their friends.  

A rather straightforward solution is to share only photos that can-
not be subjected to face recognition technology. Some users already 
do this by only sharing only photos where they look away or wear ski 
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goggles.373 More sophisticated make-up and hairstyles that avoid face 
recognition are also being developed with CV Dazzle, which is “cam-
ouflage from computer vision.”374 While a user may easily recognize 
a friend wearing the CV Dazzle make-up, the current face recognition 
technology in social networks cannot even detect a camouflaged face 
in a photo — much less recognize it.375 Thus, just like fashion has 
previously evolved in response to other social changes, it could now 
evolve to protect user privacy against technology.376 Admittedly, it 
could also become a cat and mouse game whereby technology then 
evolves to detect and recognize camouflaged faces.  

Another solution is to allow users to redact photos that they share 
to make them useless for automatic face recognition, while still serv-
ing the social function for which they are shared. While a blurred or 
pixelated face in a photo may sometimes avoid automatic face recog-
nition, it would also defeat the purpose of sharing the photo because it 
would look strange and may not communicate the person’s emo-
tions.377 Furthermore, if the blurring or pixelation is only slight, it 
may not be sufficient to trick the face recognition technology.378 In-
stead of trying to blur her face, a user could cover it with a “computer 
generated face” that would “hid[e her] . . . identity yet preserv[e] the 
gaze direction and expression.”379 It would allow the user to share her 
experiences with friends without exposing her biometric data. As her 
friends have contextual knowledge about her, they may still recognize 
her from her body shape, clothes, and other items in the photo.380 This 
would protect not only against face recognition technology within 
social networks, but also from third parties who may illicitly down-
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load photos from a network using socialbots,381 or other means, to 
apply their own face recognition technology to those photos. The 
problem would be to communicate to friends that the face in the photo 
is computer-generated to avoid confusion. This could turn out to be a 
minor problem given that many users already shield their identities by 
taking on pseudonyms that sound like real names without much reac-
tion from social network friends who also know them offline.382 An-
other problem is that friends may still upload photos of that user,383 
although this may fairly easily be addressed by privacy settings that 
prohibit tagging without user consent. 

C. Market — Pay or Play 

The architectural solutions outlined above are intended to com-
plement the legal notice and consent requirements to give users free 
choice with respect to social network privacy practices. But users 
could also have more economic choice within the networks if they 
were structured as “freemiums.”384 Users could then elect to use a 
social network free of charge or subsidize their use by paying the lost 
advertising revenue for particular chunks of personal data that they do 
not wish to be collected or used. They could also prevent any use of 
their data by paying the full price of the service as a monthly fee. This 
would allow users to choose how much privacy they want to maintain 
based on their own personal circumstances and sensibilities. It would 
also indicate to social networks when certain data use is universally 
unwelcome because many users would pay to avoid it. If many users 
were to pay to avoid the collection of their biometric data, social net-
works may ultimately remove the face recognition feature because 
they would not have sufficient biometric data to keep it running. One 
social network has already implemented a similar business model — 
allowing users to decide when they want to give out their personal 
information to advertisers in exchange for discounts.385 
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In theory, this would not cause social networks to lose any reve-

nue, allowing them to continue provide social networking services 
and to innovate. In practice, however, increased transparency regard-
ing how much personal data social networks aggregate — and how 
they benefit from it — could drive away some of the users, which is 
probably why social networks have not already adopted freemium 
models.386 But this signals a market failure where social networks 
consciously keep users in the dark to make higher profits. Normally, 
such market failures call for regulators to step in to correct the infor-
mation asymmetry.387 

More problematically, the freemium model may force individuals 
to sacrifice their privacy if they cannot afford to pay. This becomes a 
bigger problem if we consider that social networks are international, 
and a few dollars may equate to a much higher price in other coun-
tries. Many users in developing countries may not have credit cards or 
may be unwilling to enter credit card information online.388 From a 
United States perspective, however, a freemium model closely mirrors 
commercial norms that have evolved offline. It is, for example, not 
uncommon for stores to have customer value cards that collect infor-
mation about customers’ purchases in exchange for a discount.389 
Customers can elect not to have that information collected in ex-
change for paying a higher price for products. But to the extent that 
these offline norms are unsatisfactory — because we may want the 
online world to be a better and fairer place — we could also imagine a 
social network built on a freemium model that does not involve any 
sharing of personal information.390 Indeed, one former Facebook ex-
ecutive is developing a social network that offers basic social network 
functions for free — and without using personal information — and 
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instead charges users for optional advanced features.391 Additionally, 
the architectural solutions that I outline above could correct for the 
unfairness of the freemium model. Thus, if a user were to disagree 
with a data use practice and could not afford to pay to avoid it, she 
could export her data and continue communicating with her friends 
through a free distributed social network relying on the interoperabil-
ity standards. 

While these freemium models would require cooperation from 
social networks or a legal mandate, we can also imagine structural 
changes brought about by user activism. One example of this is  
TOSAmend, which is a plug-in that allows users to substitute their 
unconditional agreement to a website’s terms and conditions with a 
rejection of those terms before entering into an online transaction.392 
Professors Zev Eigen and Florencia Marotta-Wurgler have opined that 
if an online company were informed that a customer rejected its click 
wrap terms and nevertheless delivered a product or service to that cus-
tomer, the conflicting provisions would cancel each other out and 
leave intact only the undisputed terms of the agreement.393 Awareness 
of an employee does not appear to be necessary as Section 14 of the 
Uniform Electronic Transactions Act allows “electronic agents” to 
enter into an agreement even without direct supervision of its human 
masters.394 One could imagine a similar plug-in that would allow us-
ers to attach terms restricting data use when they share photos in so-
cial networks. While these data use terms would likely not be binding 
on a social network until they are recognized by courts, users would 
have a good argument because typed terms tend to prevail over pre-
printed terms when the two are in conflict.395 A company could, of 

                                                                                                                  
391. See About, PATH, https://path.com/about (last visited Dec. 22, 2012); see also Geof-

frey A. Fowler, Path Gets “FriendRank” and a Revenue Stream, WALL ST. J. (Mar. 11, 
2011, 6:30 AM), http://blogs.wsj.com/digits/2011/03/11/path-gets-friendrank-and-a-
revenue-stream. 

392. Kevin Owocki, #occupytheweb with Us: Change the Terms of Online Contracts, 
OWOCKI DOT COM (Dec. 3, 2011), http://owocki.com/2011/12/03/occupytheweb-change-
the-terms-of-online-agreements. 

393. Eigen & Marotta-Wurgler, supra note 269. 
394. UNIF. ELEC. TRANSACTIONS ACT § 14(1) (“A contract may be formed by the inter-

action of electronic agents of the parties, even if no individual was aware of or reviewed the 
electronic agents’ actions or the resulting terms and agreements.”). The Uniform Electronic 
Transactions Act has been adopted by 47 states. Uniform Electronic Transactions Act, 
NATIONAL CONFERENCE OF STATE LEGISLATURES, http://www.ncsl.org/issues-research/ 
telecom/uniform-electronic-transactions-acts.aspx (last visited Dec. 22, 2012). It defines 
“Electronic agent” to mean “a computer program or an electronic or other automated means 
used independently to initiate an action or respond to electronic records or performances in 
whole or in part, without review or action by an individual.” UNIF. ELEC. TRANSACTIONS 
ACT § 2(6). 

395. See, e.g., Bluewaters, Inc. v. Boag, 320 F.2d 833, 835 n.4 (1st Cir. 1963) (noting 
that “[it is well established that] typewritten additions normally prevail if there is a conflict 
with printed provisions”). 



No. 1] Developing Face Recognition Privacy 231 
 

course, make it difficult to change its privacy policy by including a 
clause that prevents any modifications of the terms. But Professors 
Eigen and Marotta-Wurgler hypothesize that courts may find such a 
clause unconscionable.396 

D. Norms — Pushing for a Race to the Top 

When looking at face recognition technology in social networks, 
it is essential to consider whether there are norms to address this pri-
vacy problem. Norms can play a powerful role by constraining behav-
ior that the law lacks resources or motivation to regulate.397 They can 
be external, such as encouragement or social disapproval in response 
to undesirable behavior.398 But they can also become internalized such 
that they prevent a person from doing something out of “guilt or 
shame.”399 Internalized norms tend to be more effective because ra-
ther than punishing behavior after the fact, they can prevent it alto-
gether.400 Indeed, most of our privacy protections come not from laws 
or technological constraints, but from norms that evolve gradually in 
response to various changes in the society.401 It is social privacy 
norms that stop your colleagues from clustering outside your office 
door to eavesdrop on a private phone conversation with your spouse. 
It is also mostly norms that keep women out of the men’s room when 
there is an endless line to the ladies’ room. And it is norms that pre-
vent fellow subway passengers from reading e-mails on your 
smartphone over your shoulder during a morning commute. 

Yet, the practice of sharing personal and intimate information in 
social networks has sometimes led to the conclusion that strong of-
fline privacy norms do not apply online.402 Worse still, some com-
mentators argue that the use of technology has changed overall 
privacy norms such that people now generally have less of an expecta-
tion of privacy.403 Even “though we often trade convenience for con-
trol,” Internet users frequently agonize over new technologies that 
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they experience as privacy violations.404 And yet, privacy skeptics 
dismiss these complaints, arguing that user actions speak louder than 
their demand for privacy.405 Privacy proponents, on the other hand, 
argue that user behavior in social networks does not indicate an ero-
sion of privacy norms because studies show that users are not suffi-
ciently informed about online privacy practices.406 For example, 
research at CMU suggests that clearer privacy notices lead users to 
select privacy protective services.407 Moreover, users may simply not 
have an alternative avenue for socializing with many of their friends, 
who have mostly abandoned telephones and other casual means of 
communication.408 Network effects therefore force users to communi-
cate via these services even though they violate user privacy expecta-
tions.409 If so, there appears to be a discrepancy between privacy 
norms and practices. 

Conceptually there is a difference between “descriptive” and 
“prescriptive” norms.410 Descriptive norms represent “behavioral reg-
ularities, habits, or common practices, with no underlying expecta-
tion.”411 Conversely, prescriptive norms, as the name suggests, 
“prescribe, mandate, or require that certain actions be performed.”412 
User desire for greater privacy in social networks, matching their of-
fline privacy expectations, can be characterized as prescriptive norms. 
User acquiescence to the current state of affairs — where they have 
little control over their personal information — are merely descriptive 
norms. 

I submit that if users were more informed about privacy practices 
in social networks and had more choice with respect to their online 
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socializing, they would exert pressure on social networks to conform 
to their prescriptive privacy norms. In that sense, the legal, architec-
tural, and market solutions outlined above would bolster the existing 
privacy norms.413 As part of the legal solution, the transparency re-
quirement would allow users to see how their biometric data is ex-
tracted and used.414 The opt-in consent and the architectural and 
market alternatives would give users more bargaining power in social 
networks.415 Together, these solutions would allow users to compare 
social network practices against their own privacy expectations and to 
socially sanction violations of privacy norms by going elsewhere. 
This proposal would not seek to change the existing privacy norms. 
Rather, it would simply create a landscape where these norms can 
better control behavior. 

In addition to the secondary effects of the legal, architectural, and 
market solutions discussed above, we can also think of solutions that 
directly allow users to police violations of social norms. Schools, for 
example, could educate children about how social networks use per-
sonal data.416 While hundreds of millions of people use social network 
sites,417 their business model is a mystery to many adults — not to 
mention children. Online companies have already started providing 
this type of education,418 which is commendable. But given that 
schools are largely responsible for preparing children to become re-
sponsible citizens,419 they should make sure that pupils get a complete 
and unbiased view of social network privacy practices. And to the 
extent that schools do not have expertise to teach online privacy to 
children, universities could step in to provide educational material that 
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schools can use and build upon.420 Various non-profit organizations 
have already started educating children and adults about the privacy 
risks of technology.421 As this knowledge becomes more widespread, 
user privacy norms will likely gain more prominence. 

The purpose of relying on existing social norms rather than pro-
posing additional legislation is to strike a better balance between pri-
vacy and innovation. Strict legislation can deter new businesses that 
do not have the resources to defend against lawsuits. Norms, on the 
other hand, have a different constraining effect. Users cannot sue a 
company for violating a social norm. Instead, users will sanction a 
company by going to a competitor and by voicing their disappoint-
ment online.422 It would therefore be in a company’s interest to abide 
by social norms when designing a new platform. And while most 
companies would seek to comply with social norms to make a profit, 
startup companies would not have to fear excessive litigation costs 
that may come with a legal solution. 

At this point, one may wonder why existing norms belong in a 
proposed regulatory solution. If these privacy norms already exist, is 
it not just a matter of time before Internet users will adjust how much 
they share so that their personal information cannot be misused in 
violation of these norms?423 That would be true if learning how to 
share information online were like learning how to ride a bike. Cy-
cling for the first time, you may fall down and bruise your knees, but 
then hop back on again. Eventually, the bruises heal and you will have 
learned how to balance. But when using the Internet, it is not obvious 
when you are doing something wrong — you do not fall to the ground 
or bruise when a company secretly extracts sensitive information from 
your photos. Yet, the virtual bruises may never heal; the personal in-
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formation can be aggregated, transferred to other companies, ar-
chived, searched, and taken out of context decades later.424 It could, 
for example, be used in an embarrassing public campaign against the 
user, or secretly relied upon in an employment decision without giv-
ing the user an opportunity to respond. Children, in particular, could 
fall victim to data use practices, not least because they will be the first 
generation to have “digital dossiers” compiled over their entire life 
span.425 Though in the short term, children may not necessarily be 
worse off than adults or the elderly, who may have different miscon-
ceptions about how the Internet operates based on their lifelong expe-
riences in the offline world. All these users must be educated and 
empowered to enforce their existing privacy norms in cyberspace so 
that they, in the words of Professor Solove, can act as the “norm po-
lice.”426 

E. No Secret Laws — Transparency in Privacy Regulation 

Though I believe this multifaceted proposal would be more effec-
tive than a mere legal reform, its non-legal aspects would need to be 
implemented with care to expose their underlying policies to the pub-
lic in order to avoid effectively adopting secret quasi-laws. While 
sometimes less effective, legal reform has the advantage of going 
through a democratic legislative process that provides opportunity for 
debate and public comment. Even when agencies articulate legal 
rules, there are administrative law requirements that fetter agency 
power and make their decision-making process more transparent.427 
By seeking non-legal solutions, my proposal raises at least two trans-
parency issues that must be addressed: first, regulation by architecture 
can create the illusion that the state is not making policy choices; and 
second, regulation by norms does not provide a clear opportunity for 
public comment in the legislative process. 

While most of the non-legal solutions outlined above could be 
implemented by extra-legal efforts and cooperation, to be really effec-
tive they need to be mandated by law.428 For example, privacy terms 
submitted through a plug-in like TOSAmend could be upheld by a 
court, making them legally binding on social networks. Likewise, the 
legislature could mandate data portability and interoperability stand-
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ards to make it easier for users to switch between social networks. 
This type of “indirect” legal regulation can sometime be more effec-
tive than “direct” legislation.429 

However, to the extent that law is used to mandate the architec-
tural and market solutions, it needs to be transparent. Otherwise, the 
government is allowed to take advantage of non-legal constraints to 
regulate behavior “at no political cost.”430 This is mainly a problem 
when the indirect regulation seeks to do something the government 
has no right to do by direct regulation.431 But indirect regulation is 
perfectly fine if it is used for legitimate purposes and is transparent.432 
Transparency is particularly important when, like here, the regulation 
seeks to strike a fine balance between two important interests, which 
are sometimes in conflict.433 Thus, if indirect regulation is introduced 
to mandate the architectural and market solutions outlined above, it 
should be explicit about the privacy interests that it seeks to protect so 
that its effect on innovation and other interests can be openly evaluat-
ed. The key is that indirect regulation should not “interfere with the 
ordinary democratic process by which we hold regulators accounta-
ble.”434 

The second transparency issue with my regulatory proposal is that 
it largely relies on norms to address privacy problems, whereas the 
process for developing social norms is rather obscure. Unlike legal 
rules that are produced through highly structured legislative or judicial 
processes, norms often evolve organically without any debate or clear 
opportunity to provide public comment.435 This has led scholars to 
conclude that the policy justifications for norms are less apparent.436 
However, this overlooks the fact that norms can only develop and be 
maintained if there is overall consensus among the participants for the 
policies that those norms promote.437 It is thus very different from 
laws, which can be passed solely by dint of powerful lobbying groups 
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and then apply universally until the law is amended or overruled in 
court.438 So if there were no support for privacy norms protecting 
against the extraction of biometric data from photos in social net-
works, users would simply not object to these practices when learning 
about them and instead would consent to the continued collection of 
their biometric data. Whether this is the case remains to be seen once 
we have mandated transparency and facilitated choice — both of 
which will serve as mechanisms for establishing what privacy norms 
Internet users truly support. 

VI. CONCLUSION 

In an information-driven globalized world, social networks pro-
vide an invaluable communication tool. They organize our social lives 
in a portal that allows us to stay in touch with family and friends, with 
a relatively small time commitment and regardless of where in the 
world we find ourselves. Long gone are the days of handwritten love 
letters and printed telegrams. Even phone calls and e-mails are now 
less commonly used for casual communication.439 Instead, people use 
online status updates to ask their friends “Who else is going to 
Coachella?” or download the BirthWatch app to have their friends 
follow the progress of their pregnancy. But because users do not pay 
for their social network use, they literally are the “product” being 
sold!440 Social networks have a commercial interest in aggregating 
user personal information to sell advertising.441 Face recognition tech-
nology, in particular, serves this function by making it easier to up-
load and tag many more photos than before.442 But as social networks 
apply face recognition technology to photos that users share with their 
friends, social networks alter the nature of the shared information and 
share it with additional recipients — thus violating the user’s priva-
cy.443 Users, however, do not fully understand this process and so do 
not seek to protect themselves by legal action — even in states that 
have specific legislation with respect to biometric data. Users further 
cannot freely exercise their consumer choice because they are locked 
into the social network that their friends use and cannot meaningfully 
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export the personal data that they have been uploading to this network 
for years.444 If users were to leave, the network could still abuse their 
personal data, and users would be cut off from their online social 
spheres. That is a sad state of affairs. 

This Article makes two main contributions. First, applying the 
contextual integrity theory, it argues that face recognition technology 
in social networks needs to be regulated because it connects an other-
wise anonymous face to a range of personal information online. Se-
cond, it proposes a combination of legal, architectural, market, and 
norm-driven solutions that could protect user privacy with respect to 
face recognition technology in social networks. Most of these solu-
tions are interdependent and thus must be implemented concurrently 
to solve this problem. However, a couple of the solutions are intended 
only to protect particularly vulnerable users and are not essential to 
the overall effectiveness of this proposal. Similarly to previous work, 
this Article offers improvements to our current privacy model that 
require more informative notice to users and specific opt-in consent 
before collecting and using personal information. More importantly, 
notice and consent, however improved, will never solve this problem 
so long as the network effect locks users into one social network. The 
main contribution of this Article, therefore, is to offer solutions to 
reduce the network effect in centralized social networks, complement-
ing the legal notice and consent requirement. Accordingly, the archi-
tectural and market solutions of this proposal are aimed at lowering 
the switching costs between social networks by allowing users to take 
their data and go to a network that they trust, while continuing to 
communicate with their friends who remain in the centralized social 
network. Once users are truly free to leave, they will be able to exer-
cise the improved notice and consent framework in a meaningful way 
to demand that social networks respect their expectations of privacy. 

To achieve this, many players need to be mobilized. The state will 
need to pass baseline privacy regulations that include more specific 
notice and consent requirements, as well as mandates for data porta-
bility and interoperability. The state will also need to introduce public 
education programs to inform children and adults about online priva-
cy. The state’s role will be to make policy decisions ensuring the right 
mix of legal, architectural, market, and norm-driven solutions. The 
technical implementation of the notice and consent and the data port-
ability and interoperability standards will then be left to companies.445 
The stick will be more stringent laws and rigorous enforcement, while 
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the carrot will be that, as society becomes more informed and con-
cerned about online privacy, users might favor companies that take 
the lead on this issue.446 Armed with more choice due to lower switch-
ing costs between social networks and with information about what 
happens with their data, users will have the power to enforce the pri-
vacy norms that already govern their offline activities. I realize that 
this is an ambitious call to action, but if all these pieces were to fall 
into place, it could be a game-changer for online privacy. Even if the 
full proposal could not be implemented at this point, this Article is 
intended to start a conversation about how online privacy can be pro-
tected by creating a landscape where users have better choices. 

Face recognition technology and online privacy, more generally, 
have recently been getting a lot of attention from media and regula-
tors. The Subcommittee on Privacy, Technology and the Law of the 
Senate Committee on the Judiciary recently conducted a hearing on 
the privacy implications of face recognition technology.447 The FTC is 
further considering possible legislative responses to this technolo-
gy.448 While addressing only the narrower issue of face recognition 
technology in social networks, this Article seeks to show that mere 
regulatory responses are insufficient. Rather, the law must be supple-
mented by education and availability of viable alternatives to mo-
nopolistic social networks.449 The mixed proposal presented in this 
Article is designed to allow people to choose whether they want their 
face to serve as a barcode to their entire social network profiles when 
they meet new people, or sit in a hospital waiting room, or generally 
go about their day. 
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